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摘要：本研究围绕中文学习 APP 在信息化及智能化趋势下的评价标

准和质量挑战，提出了一种基于 BERT-LDA 模型的主题聚类算法，

并结合 LLMs 的专家模型主题提取方法，从评价内容（内容质量）、

评价过程（用户体验）、评价效果（学习成效）等核心维度构建了中

文学习 APP 的多维度、动态化评价指标体系，并在情感分析任务验

证其有效性，最后从智能化、动态化以及安全性等方面指明了未来国

际中文教育数字资源评价指标体系构建的未来方向及风险挑战。 

 

Abstract: This study explores the evaluation standards and quality 

challenges associated with Chinese learning apps in the context of 

increasing informatization and intelligence. It introduces a topic clustering 

algorithm derived from the BERT-LDA model and integrates an expert 

model for topic extraction utilizing Large Language Models (LLMs). A 

multidimensional and dynamic evaluation indicator system for Chinese 

learning apps is developed, focusing on core dimensions such as evaluation 

content (content quality), evaluation process (user experience), and 

evaluation outcomes (learning effectiveness). The validity of this system is 

confirmed through sentiment analysis tasks. Lastly, the study identifies 

future directions and potential risk challenges for creating evaluation 

indicator systems in international Chinese education digital resources, 

emphasizing intelligent, dynamic, and secure approaches. 
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1. 引言 

   

以 ChatGPT 为代表的大语言模型(Large Language Model, LLM)在智能教育助手、

课程定制、学习评价和语言交互等多个领域的应用，进一步突显了人工智能技术在

全球中文教育普及与深化进程中的核心驱动作用，并揭示了 LLM 作为通用人工智

能发展的重要里程碑，对中文教学产生了深远的影响（Wu et al., 2023）。 

 

聚焦在移动学习的特定领域，中文学习 APP 凭借其方便高效的学习模式和出

色的内容个性化功能，正逐渐成为众多中文学习者掌握知识和提高语言能力的关键

工具（郭晶等，2021）。然而，对于如何精确有效地评价这些中文学习 APP 的质量

和效率，以及它们在推动中文教学向数字化、智能化转型中所做的实际贡献，仍缺

少一套广泛适用的评价指标体系。 

 

传统的评价方法如层次分析法(Analytic Hierarchy Process, AHP) （Kharat et al., 

2016）和德尔菲专家咨询法(Delphi Method)（Alon et al., 2025）虽在一定程度上解

决了评价复杂系统的问题，但在应对快速迭代更新的学习环境，尤其是融合了先进

人工智能技术的中文学习APP时，这些方法的局限性日益显现（王春枝等, 2011; 邓

雪等, 2012）。鉴于此，本研究旨在借鉴现有评价理论及方法的基础上，提出一种基
BERT(Bidirectional Encoder Representations from Transformer)-LDA(Latent Dirichlet 

Allocation)型1的主题聚类算法，同时基于 LLMs(Large Language Models)2的专家模

型对聚类主题进行提取，从而构建动态适应性增强的中文学习 APP 评价指标体系，

并在实际案例中对指标体系进行验证，以实现对中文学习 APP 的多维动态评价，

最终为中文学习 APP 的持续优化改进与健康发展提供有力支持和科学依据。 

 

 

2.文献综述 

 

评价指标作为量化评价与决策支撑的重要依据，在数据分析和业务优化过程中

扮演着核心角色（虞晓芬等，2004）。数据挖掘作为一种强大的工具和技术手段，

为评价指标的精准量化设定与深层次洞察力发现提供了强有力的技术支持和实质性

的改进空间。在现代教育信息化背景下，中文学习 APP 作为普及语言学习及促进

文化交流的数字媒介，能够通过对海量数据的挖掘提炼出有价值的信息。因此，构

建一套完善的指标体系至关重要， 这不仅能有效实现对教学效果的实时监测与精

确度量，也能深入剖析用户行为特征。这一举措将有力驱动中文智能教学效率的提

升、数字化教育资源管理水平的进步，使得相关领域的研究和实践逐步摆脱传统上

过度依赖人工操作、孤立分散的数据分析方式和相对有限的个性化服务，进而迈向

自动化、规模化以及高度集成化的智慧教育新时代。 

 

 
1 https://www.kaggle.com/code/dskswu/topic-modeling-bert-lda 
2 LLMs（Large Language Models）为多个大语言模型，指基于提示引导的群体智能；LLM

（Large Language Model）为单个大语言模型。 
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2.1 传统指标体系构建的研究现状 

 

经验驱动的传统指标体系构建方法主要依赖专家经验和定性分析手段，具有较

强的主观性和过程复杂性。例如，梁宇等（2023）综合运用德尔菲法和层次分析法，

从专家经验和逻辑推理出发构建了国际中文教材评价指标体系；杨甜等（2023）基

于广泛的问卷调查和用户反馈定性数据，构建了国际中文教师智能素养指标体系；

方紫帆等（2023）参照《国际中文教师专业能力标准》3，结合理论研究与实践需

求，构建了国际中文教师数字素养指标体系；程涛等（2024）利用德尔菲专家咨询

法，尝试性地建构了具有中国特色的跨文化职业胜任力评价指标体系；宫雪等

（2023）运用词频统计、多词序列提取、搭配分析等量化手段改进了国际中文教材

评价指标基础框架的构建方式，减轻了其原有的“重定性、轻定量”问题。由此可知，

以层次分析法、德尔菲方法等为代表的经验主义与半定量研究策略，在语言教学评

价、教育政策制定及课程质量评估等多个领域发挥了重要作用（袁海红等, 2014；

杨绪辉，2019）。然而，此类方法同样存在显著局限性：首先，它们对大规模客观

数据的利用不足，过度依赖专家的专业见解和判断，可能导致评价结果的主观性强、

稳定性差；其次，建立指标体系的过程往往涉及多次循环的匿名咨询、意见整合、

反馈调整等环节，周期长且成本高；最后，由于专家观点的主观偏倚以及数据采集

阶段可能出现的操作不一致，所得到的评价指标权重分配和预测结果，在客观性和

精确性方面可能与基于大数据挖掘方法所得出的结论存在一定差距。 

 

2.2 基于数据驱动的指标体系构建研究现状 

 

数据驱动(Data-Driven)是指利用大规模客观数据，结合统计学和机器学习技术，

以数据内在规律为基础，自下而上地构建评价指标体系的过程（杨现民等，2017）。

这种方法强调通过算法模型揭示数据间的深层关联和模式，克服传统经验主义方法

的主观性和不确定性，从而提高评价体系构建的客观性、准确性和普适性。随着深

度学习和自然语言处理技术的发展，数据挖掘和机器学习算法已在不同领域指标体

系构建中广泛应用，并已历经多个发展阶段：（1）传统模型的独立应用。早期的数

据驱动指标体系构建多依赖于 LDA 等单一的模型，这些模型在处理文本数据时，

能够初步揭示数据中的隐含主题或模式。（2）模型融合与技术创新。随着对更深层

次数据关联需求的增长，研究者开始探索模型的融合使用，旨在通过结合不同模型

的优势来提升分析的全面性和准确性。这一时期 Convolutional Neural Networks

（CNN）等深度学习模型因其强大的语境理解能力而被引入，与 LDA 等传统主题

模型结合使用成为趋势。例如，贾海楠等（2023）的工作展示了 LDA 与扎根分析

法的融合，Lai（2023）使用 CNN 和 Bi-LSTM 模型对已有指标体系进行验证，都

是这一阶段创新的体现。此外，潘小宇等（2023）提出的 HBL-LDA 方法，则是模

型集成思想的实践，它通过结合多种模型特性，提高了书法价值评估指标构建的效

率与准确性。（3）面向特定领域的最优模型选择与定制化融合，研究更加注重模型

优化，以适应特定领域的独特需求。李天义等（2024）等从文本特征融合的视角出

发，创造性地结合了 BERT-LDA 与 K-means 聚类算法，针对绘画作品的价值要素

 
3 https://shihan-org.chinese.cn/index/build/detail.html?id=239 



张邝弋, 侯尚余, 宋靖雯, 肖锐           基于 BERT-LDA 的中文学习 APP 评价指标体系构建研究 

 

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching                           26 

进行深度挖掘，这种融合模型不仅继承了 BERT 对复杂语境的强大理解力，还利用

LDA 捕获主题结构，同时通过 K-means 进一步细化类别，实现了对绘画领域高度

定制化的价值评估指标体系构建。这标志着数据驱动方法在特定领域应用趋向成熟，

不仅追求技术的先进性，更强调模型与实际应用场景的紧密结合。由此可知，基于

数据驱动与主题挖掘的研究方法与指标构建研究已结合得十分紧密。 

 

2.3 中文学习 APP 研究现状 

 

诸如 Duolingo、HelloChinese 等中文学习 APP 因其丰富的用户交互数据、多样

的学习行为记录以及实时更新的内容反馈等数字化资源特征，为教育研究和个性化

学习提供了前所未有的可能性和挑战。相关研究主要呈现出以下特点：第一，中文

学习 APP 评价数量较少，覆盖面不足，难以全面反映各类产品的优劣（高传智等, 

2025; 李姝姝等, 2025）；第二，中文学习 APP 评价维度较为单一，往往集中在功能

设计或用户体验上，无法做到对教学内容、学习效果、技术性能等方面的综合评价

（刘永俊, 2021）；第三，缺乏系统的评价理论作为支撑，容易导致评价标准不一、

主观性强的问题（杨倩, 2018）。由此可知，借助大数据与人工智能技术高效、科学

地构建更具针对性、动态适应性的中文学习 APP 指标评估体系显得尤为迫切且必

要。 

 

2.4 国际中文教育数字化资源多维评价 

 

人工智能、大数据、云计算、虚拟现实等技术的不断进步与广泛应用正深刻重

构国际中文教育生态，其不仅促进目标受众角色从传统语言习得者向具备多元文化

表征的网络用户转型，更通过技术赋能的增效机制，显著提升了该群体对数字化学

习工具的探索动能、应用黏性及其对技术的接受度和融合能力。在这一演变过程中，

赵学铭等（2017）基于模糊层次分析法对学习 APP 的易用性进行评价；张熠等

（2019）基于 D－S 证据理论，从用户体验视角构建了针对中国大陆学习 APP 的指

标，验证了用户体验与 APP 使用、内容资源之间的紧密关系；蔡燕等（2022）基

于技术接受模型(Technology Acceptance Model, TAM），构建了解释和预测中文学习

者在线直播课程学习意愿的理论模型；梁宇等（2023）则更进一步以技术接受扩展

模型为理论框架，构建了中文数字学习资源使用意愿模型，并且特别强调了感知易

用性、感知有用性、使用态度具有关键的中介作用。由此可知，中文学习 APP 作

为数字教育资源的一种创新形式，显著增强了学习的便捷性和互动性，促进了个性

化学习路径的发展。因此，从用户体验视角出发，系统性地评价与分析用户对该类

新兴数字资源的应用效果及内容反馈对于优化产品设计、提升教学效果至关重要。 

 

2.5 基于 LLMs 的专家模型主题提取与效果评价 

 

LLM 在多项基准测试中展现出媲美人类专家的水平和表现（Achiam et al., 

2023）。提示工程作为一种有效引导 LLMs 的方法，通过专门设计的提示词或短语，

能够在零样本（Kojima et al., 2022）或少量样本（Brown et al., 2020）条件下显著提

升模型在特定 NLP 任务上的表现。进一步而言，群体智能决策机制能进一步强化
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LLMs 的性能，甚至在某些任务上超越人类（Wu et al., 2023; Jang et al., 2023）。例

如，何多魁等（2025）提出了一种微调大语言模型驱动的短文本动态主题建模方法，

通过结合指令微调、检索增强生成(Retrieval-Augmented Generation, RAG)和聚类技

术，有效提升了主题识别的准确度，并揭示了主题的演化规律，为主题建模提供了

新的思路和方法。翟洁等（2025）则针对计算机实验报告评阅过程中评语模板化、

缺乏个性化内容等问题，提出了基于 LLM 的个性化实验报告评语自动生成框架，

通过主题-评价决策-集成提示策略，实现了从实验要求和代码质量需求中抽取评价

体系，自动生成具有可解释性的实验评语，提高了评阅效率和质量 。Reuter（2024）

介绍了 GPTopic 软件包，利用 LLM 创建动态、互动的主题表征，通过聊天界面让

用户能够探索、分析和优化主题，使主题建模更加易于访问、更加系统全面。这些

研究均体现了大语言模型在不同领域的应用潜力，以及在提升数据分析和决策支持

方面的显著优势。基于此，本研究着重关注在提示工程与群体智能决策双重赋能下

的 LLMs 在文本聚类主题提取任务的应用潜力，旨在探索这一策略如何实现高效自

动化处理并显著提升文本聚类和主题提取的准确性与鲁棒性，同时减少对大量标注

数据的依赖。 

 

2.6 已有研究的启示与本研究的具体问题 

 

构建中文学习 APP 的评估指标体系是一项极具挑战性且意义深远的工作。它

涵盖众多多维度与多层次，需要全方位、多角度的综合考量。传统构建方式往往依

赖专家的见解与经验，然而在当下技术革新日新月异、用户需求瞬息万变的大环境

下，这种模式逐渐显露出局限性。与之相对地，数据驱动的评价模型凭借深度学习

算法的强大能力，能够更加精准且灵活地适配当前中文教学的发展态势以及用户不

断变化的需求，为构建全新的评价指标体系提供了崭新的视野。近年来，以

ChatGPT 为代表的 LLM 与教育领域的深度融合发展，更是对中文学习 APP 评价体

系的构建以及用户体验感的提升产生了深远且重要的影响。 

 

基于上述情况，本研究旨在构建一套智能、客观、动态、综合的中文学习APP

评价指标体系，以实现教学资源评价的科学化、精准化和自动化。为此，提出以下

研究问题： 

  

（1） 如何设计并实现一个覆盖用户多样性与教学场景多变性的中文学习

APP 效能评价框架，以精准监控中文学习者的学习过程并有效评价

APP 的应用效能？ 

（2） 如何在构建与优化中文学习 APP 评价指标体系中，整合 LLMs 促进群

体智能决策，确保评价体系的高效性、准确性和对技术动态的敏捷响应

能力？ 

（3） 如何通过情感分析技术，结合中文学习 APP 的特点，深入挖掘用户对

中文学习 APP 的情感倾向和具体反馈，从而为评价指标体系的验证和

优化提供更具针对性和实用性的依据，进一步提升中文学习 APP 的用

户体验和教育效果？ 
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3. 研究思路 

 

本研究借鉴文本特征向量融合的理念，融合了 BERT 模型的语义特征向量和

LDA 主题特征向量，进而设计了一种适用于中文学习 APP 短评文本的主题识别、

评估指标构建及验证的整体框架，该框架如图 1 所示，具体实施步骤如下： 

 

 
图 1 中文学习 APP 评估指标体系构建和验证的整体框架 

 

3.1 数据采集与预处理阶段 

 

第一，以爬虫软件“后羿”为数据采集工具4，从“七麦数据平台”5上抓取大量中

文学习 APP 的用户短评文本，以此作为下游任务的训练数据集；第二，通过“中国

知网”平台6整合中文学习相关的学术文献标题与摘要信息，从而构建预训练数据集；

第三，整合百度、四川大学以及哈工大的通用停用词表7，并据此对原始数据进行

深度筛选与结构化处理；第四，为增强模型主题提取方面的性能，本研究将 BERT

模型通过[CLS]标记符产生的综合文本向量与 LDA 模型生成的主题特征向量相结合，

借助加权求和、拼接等方式进行特征融合，以构建融合深层语义信息及主题结构的

复合特征向量。 

 

3.2 K-means 聚类 

 

首先，将语义和主题相近的关键词分成若干群组，通过此方法探究它们之间的

深层联系。然后，通过计算困惑度来挑选 K-means 算法8的合适 K 值，以此来决定

 
4 https://www.houyicaiji.com/ 
5 https://www.qimai.cn/rank/featured 
6
 https://www.cnki.net/ 

7 https://www.csdn.net/ 
8
https://baike.baidu.com/item/K%E5%9D%87%E5%80%BC%E8%81%9A%E7%B1%BB%E7%
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恰当的主题数量；接着，为使聚类结果更加直观且易于理解，运用统一流形逼近与

投影(Uniform Manifold Approximation and Projection，UMAP)算法9，对多维聚类结

果进行了降维并进行了可视化处理；最后，在此基础上，构建对应主题的词云图，

用以呈现各个主题的核心词汇组成及其相互之间的关系。 

 

3.3 基于 LLMs 的专家模型主题提取方法 

 

首先，通过文本聚类技术提炼出一系列主题，每个主题内都包含相关关键词。

其次，引入群体智能体参与分析流程，以文本聚类主题下的关键词为处理对象，鉴

定其作为构建中文学习 APP 评价指标体系的适用性。再次，引导智能体进一步深

化执行关键词的语境分析任务，力图实现关键词内涵与既定评价理论体系的无缝对

接，确保分析的深度与精度。最后，将所有智能体的分析结果集成为统一知识库，

并经自一致性(Self-Consistency)投票机制进行过滤与强化，从而高信度地确立核心

评价主题群集，为后续评价体系构建奠定坚实基础。 

 

3.4 构建并验证中文学习 APP 评估指标体系 

 

首先基于 LDA 主题模型挖掘用户评论中的核心主题特征，结合 BERT 语义特

征与 LDA 主题特征进行多维度融合，构建涵盖功能体验、内容质量、用户情感等

维度的评价指标框架。通过 K-means聚类分析提炼高频主题词，筛选出与学习效果

强相关的优质主题词作为核心评价维度。上述过程采用基于 SnowNLP10的情感分析

技术对中文学习 APP 的短评文本数据进行情感得分量化处理。再将得出的情感得

分与用户的实际评分进行对照，以此来检验评价指标体系的准确性与实效性。 

 

 

4. 研究工具和方法 

 

4.1 BERT 模型 

 

（1）模型介绍：BERT 模型由 Google 公司在 2018 年 10 月推出，与传统的基

于静态词嵌入的 Word2Vec 模型不同，BERT 在基于 Transformer 双向编码器架构的

基础上将词在不同语境的文本特征纳入考虑 （Devlin et al., 2019）。为了使模型能够

进行跨任务应用，并能深入语境中捕捉文本语义联系，BERT 在其输入层融合了词

向量(Token Embedding)、段落标识向量(Segment Embedding)以及位置向量(Position 

Embedding)这三种向量嵌入技术，同时融入独特的标记符[CLS]和[SEP]。一方面，

在[CLS]的帮助下，模型可为整个序列创建统一的句子向量表征，有助于其执行分

类任务。另一方面，[SEP]的作用在于划分和标识文本序列中的各个句子或片段，

有助于模型在处理涉及多个句子或段落的情况下，依然能够维持文本顺序和结构信

息的稳定性（如图 2所示）。借助上述结构设计，BERT模型有效实现了对文本内容

 

AE%97%E6%B3%95/15779627 
9 https://blog.csdn.net/CRUSH8496052/article/details/132926453 
10 https://developer.baidu.com/article/details/3330267 
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深入且全面的双向语境理解，增强了其在自然语言处理任务上的表现和精确度。 

 

 
图 2 BERT 的句子级表示 

 

（2）预训练: BERT 模型的训练起初采用大规模的无监督学习方法，这一过程

涉及两个主要任务：一是遮蔽语言模型(Masked Language Model, MLM)；二是预测

下一句(Next Sentence Prediction, NSP)。MLM 的目标是预测随机遮蔽情况下的词汇，

模型必须依赖上下文信息来填充这些缺失，这样它就能学习到更加丰富的语言表达。

而 NSP 任务则是评价两个连续的句子片段是否在逻辑上构成前后关系，其目的是

辅助模型掌握文本的连贯性和整体结构。 

 

（3）微调: BERT 模型在完成预训练之后，能够针对特定的自然语言处理任务

进行微调。在微调过程中，经过有监督学习，模型会在某个特定的数据集上进行训

练，这通常意味着在预先训练过的模型之上，仅需增加一个输出层便可满足任务需

求，并在此基础上针对这一层进行细致的调整，可实现模型参数的精确优化。

BERT 通过迁移学习的方法，在自然语言处理领域，例如文本分类、命名实体识别、

情感分析等多个任务中都展现了广泛的应用价值。 

 

4.2 LDA 模型 

 

LDA 是一种无监督学习的概率生成模型，包含文档、主题和词语三层结构，

其主要思想是：文档是由若干主题组成的，主题是由文档中一组特定词汇组成的，

文档中的每个词都是以一定概率分布的，由此可将一篇文档的主题以出现频率最高

的一组词汇表示。LDA 主题模型可以在文档、主题、词语三个层面进行概率建模，

计算主题与文档、主题与词语之间的语义关联度，已在文本挖掘、信息检索和情感

分析等领域得到了广泛应用（Blei et al., 2003），具体计算过程如图 3 所示。 

 
图 3 LDA 主题模型 
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图 3 中每个符号的含义见表 1，变量间的箭头表示条件依赖关系(Conditional 

Dependencies)，即文档(Documents)、主题(Topics)以及词语(Words)之间的生成概率

关系。 

 

表 1 主题模型中各参数意义 

参数 描述 

α 狄利克雷分布，θ 的超参数 

β 狄利克雷分布，φ 的超参数 

θ 评论-主题分布 

φ 主题-词分布 

z 评论中词语对应的主题 

w 评论中的词语 

K 主题数 

M 文档数目 

N 一篇文档的词数 

 

4.3 BERT-LDA 模型 

 

（1）构建 LDA 主题特征向量: 首先对原始文本数据集进行处理，运用 LDA 主

题模型对其进行训练。通过无监督学习的方式，挖掘出文本潜在的主题分布。在

LDA 模型中，每个文本都被表示为一系列主题的概率分布，从而可以提取出每个

文本对应的主题特征向量。这些向量记录了文本在各个主题上的权重信息。 

 

（2）构建 BERT 语义特征向量: 使用 BERT 模型对预处理数据执行词嵌入操作，

以此构建 BERT语义特征向量。Transformer编码器单元中，输入向量首先通过多头

自注意力机制进行上下文依赖建模，随后经由残差连接与层归一化操作实现梯度稳

定，继而通过前馈神经网络进行非线性空间变换并叠加二次残差连接，最终输出具

有多层抽象特征的 BERT 语义向量表征（王秀红等, 2021）。 

 

（3）BERT-LDA 特征向量融合: 借助加权求和、拼接以及深度神经网络融合等

方法，融合文本特征表示，这种表示兼顾主题结构和深层语义信息，可优化自然语

言处理任务的表现，如图 4 所示。 

 

 
图 4 BERT-LDA 模型示意图 
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4.4 K-means 聚类及可视化 

 

引入 BERT 语义特征向量对 LDA 主题特征向量进行补偿，虽然提升了文本高

层次语义的保持和底层主题模式的捕捉能力，丰富了表达的多样性和深度，但向量

拼接操作在信息稀少的高维空间中容易引发维度灾难11和过拟合12的问题。为此，

本研究采用 K-means算法，通过聚类实现降维，并提取关键词，以降低模型的复杂

性且提升分类的效率。K-means 算法是一种无监督学习方法，擅长处理大量数据。

该算法以欧氏距离为基准，将相似的数据点划分为同一类别，从而实现数据的聚类

（Sinaga et al., 2020）。在进行聚类分析时，可通过评价潜在语义主题模型的困惑度

找出最合适的主题数量，该数量将用作 K-means 算法中的 K 值。随着 K 值的逐步

上升，模型的困惑度前期呈现降低趋势。然而，在达到一个局部最小值之后，如果

继续提高K值，模型的表现会开始退化，出现过拟合现象，从而影响其泛化能力。

本研究采用 UMAP 算法对特征空间进行非线性可视化处理，目的是为维护数据的

全局与局部结构信息，直观展示高概率主题词及其对应概率，进而以此为基础，构

建中文学习 APP 的评价指标体系。 

 

4.5 基于情感计算的指标体系验证 

 

基于情感词典的短评文本计算方法是一种利用预先建立的情感词汇库来量化分

析文本情感倾向的技术，主要有以下步骤：首先对情感词权重赋值，其次对短评文

本中情感词的位置进行定位，最后进行情感强度的计算。基于此，本研究调用

SnowNLP 库中的自然语言处理工具对中文学习 APP 短评文本进行情感打分，计算

出每条短评文本的情感得分。接着，对大量短评文本的情感得分进行统计和分析，

以获取整体的情感倾向分布。然后，根据分析结果对基于情感计算的指标体系进行

验证和调整，确保其准确性和有效性。 

 

 

5. 实验设计 

 

5.1 数据集构建 

 

本研究选择“中国知网”和“七麦数据”两个平台的中文学习 APP相关文献以及短

评文本作为数据采集对象。首先，在“中国知网”平台以“教育 APP”、“在线汉语/中

文”、“汉语/中文技术”、“汉语/中文词典”以及“汉语/中文学习”为主题字段，检索得

 
11 维度灾难（Curse of Dimensionality），又称为维数灾难、维度诅咒，最早由美国数学家理

查德・贝尔曼（Richard Bellman）在 20世纪 50 年代末研究动态规划时提出。随着问题维

度的增加，解决问题的难度呈指数级增长，计算量和存储需求等也急剧增加，使得问题变

得难以处理。 
12 过拟合（Overfitting）是指在机器学习和统计建模中，模型在训练数据上表现得过于完

美，过度学习了训练数据中的噪声和细节，导致在新的、未见过的数据上表现不佳，泛化

能力差的现象。 



张邝弋, 侯尚余, 宋靖雯, 肖锐           基于 BERT-LDA 的中文学习 APP 评价指标体系构建研究 

 

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching                           33 

到 3459 篇，经人工筛选后删除了 356 无效文献，最终得到 3103 篇有效文本摘要数

据，并将其作为语料用于增强 BERT 模型的语言理解能力，例如提升模型在识别特

定APP名称、关键技术与教学模式等方面的准确性，更好地理解用户对“交互性”、

“课程涉及”等维度的评价。其次，从“七麦数据”平台搜集了 17 款中文学习 APP 的

用户短评，共 10866 条短评数据，将其作为特定领域语料用于下游任务的微调。这

些 APP 涵盖了多种学习场景与用户群体，包括综合学习、词典查询、汉字书写、

考试备考等类型，具备一定的市场代表性进而功能多样性。本次所选取的 17 款在

用户基数、活跃度与功能类型上具有一定代表性，能够反映主流中文二语学习工具

的使用体验和反馈特征。所选 APP 多数同时提供中文及英文名称，其开发者背景

多样，既包括中国本土企业（如 HELLOCHINESE TECHNOLOGY CO., LTD.），也

有 CHINEASY LTD.等国际团队(如表 2所示)。这些应用主要面向非母语者，提供从

零基础到高级水平的中文学习支持，包括词汇、语法、听力、阅读、写作等多个维

度。所有 APP 均可通过 IOS APP Store 在全球多个地区下载，覆盖中国、美国、日

韩、欧洲以及东南亚等广泛区域，具有较高的可获取性和使用普及度。 

 
表 2 中文学习 APP 评论数据信息 

 

  

序号 中文学习 APP 名称 开发者 评论数量 

1 ChineseSkill 
YIYANTECHNOLOGY 

CO., LTD. 
3776 

2 HelloChinese 
HELLOCHINESE 

TECHNOLOGY CO., LTD. 
2902 

3 PlecoChinese Dictionary PLECO INC. 1425 

4 LearnChineseEasily CHINEASY 1038 

5 Scripts:LearnChinesewriting 
TOUCHSCREEN 

LEARNING LTD 
642 

6 Chineasy:LearnChineseeasily CHINEASY LTD 345 

7 DuChinese–ReadMandarin SINAMON AB 195 

8 ChineseParents LITTORAL GAMES 111 

9 DailyChinese|Words&Idioms MOJAY, LLC 90 

10 MandarinChinesebyNemo NEMO APPS LLC 83 

11 LearnChinese-Mandarin BRAINSCAPE 79 

12 HSKStudyandExam-SuperTest 

SHANGHAI YUXUAN 

INFORMATION 

TECHNOLOGY CO., LTD 

76 

13 DominoChinese ZIMAD 40 

14 HanYou-ChineseDictionary Nomad AI OU 28 

15 DotLanguages-LearnChinese / 17 

16 LearnChineseHSK1Chinesimple 

KHANJI SCHOOL DIGITAL 

FACTORY SOCIEDAD 

LIMITADA 

13 

17 LearnChineseforBeginners 
HECTOR GONZALEZ 

LINAN 
6 

 合计 / 10866 
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5.2 数据预处理 

 

鉴于从“七麦数据”平台所采集的短评文本数据涵盖了英语、俄语、法语等多种

语言，为确保后续对这些文本进行一致性处理，首先将所有非中文的短评翻译转写

为中文版本。然而，直译过程中往往难以避免情感色彩和初始语义信息的部分损失。

为此，本研究利用 LLM 并结合提示技术，针对性地设计了适用于机器翻译任务的

提示策略，旨在最大程度上缓解统一翻译过程中可能产生的语义流失问题。其次，

针对收集到的中文学习 APP 短评文本，进行系统化的数据预处理步骤：第一，整

合了百度、四川大学及哈尔滨工业大学发布的停用词表，通过去除文本摘要中的常

见停用词，有效地减少无关噪音信息的影响。第二，通过统计分析文本中的高频词

汇，并基于其对主题内容的实质性贡献度，过滤了诸如空格、标点符号等出现频率

较高但贡献微弱的词汇单元。 

 

5.3 文本聚类与主题分析 

 

（1）困惑度计算:困惑度是确定主题模型最优主题数目的重要判断指标，困惑

度值越小，模型泛化能力越强，当前主题数目就越优（关鹏等, 2016），然而随着主

题数增大，提取的主题噪声也会随之增多。因此，本研究将模型最终主题数选定为

6 个。如图 5 所示： 

 

                   
图 5 BERT-LDA 模型不同主题数的困惑度变化 

 

（2）Umap 聚类可视化：通过 UMAP 算法将高维文本向量降维至二维空间并

进行可视化。结果显示，不同主题对应的文本在低维空间中形成分布清晰的聚类簇，

且各簇间边界较为明确，表明模型能够有效区分语义差异。尽管部分主题簇存在局

部重叠，反映了主题间的潜在关联性，但整体聚类结构与预设的 6 个主题数较为吻

合，如图 6 所示： 
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图 6 基于 UMAP 的二维聚类可视化 

 

（3）词云图：基于 BERT-LDA 模型所识别出的 6 个相关主题，选择每个主题

下的前 40 个核心词汇进行深入的可视化探索，这一过程旨在通过构建词云图，直

观展示这 6 个主题的词汇分布特征(图 7)。 

                                   
(a)主题 1                          (b)主题 2                             (c)主题 3 

                              
(d)主题 4                                (e)主题 5                              (f)主题 6 

图 7 中文学习 APP 短评词云图 

 

（4）主题关键词：由表 3(下页)可知，BERT-LDA 主题模型提取的主题为 6 个，

6 个主题类型分别为“多媒体学习与交互设计”“学习效率与标准测试”“工具创新与社

区互动”“语言技能与文化传播”“用户参与与个性化服务”“文化沉浸与深度学习”。 

 

5.4 基于 LLMs 的专家模型主题提取与效果评价 

 

基于 LLMs 的专家模型主题提取与效果评价的核心原理是基于提示去引导群体

智能体，并利用自一致性投票机制协同自适应学习策略执行主题提取与识别任务，

如图 8(下页)所示。这主要包括主题识别提取算法的定义、主题识别矩阵构建、效

果评价等步骤，旨在通过智能化协同提升主题识别的精度与效率，并通过定量与定

性分析确保评价的全面性与客观性。 
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表 3 中文学习 APP 文本聚类主题关键词 

序号 主题 关键词 

1 多媒体学习与交互设计 
沉浸、听力、视频、翻译、闪卡、设计、

界面、互动性、流利、教学 

2 学习效率与标准测试 
记忆 、最佳、笔画、关注、制作、激励、

值得、直观、语音、HSK 

3 工具创新与社区互动 
工具、程序、结构、出色、困难、分享、

对话、声调、测验、轻松 

4 语言技能与文化传播 
语言、故事、教授、开发、声调、精彩、

西班牙语、说话、答案 

5 用户参与与个性化服务 
购买、美好、关注、反馈、电子邮件、发

送、故事、抖音、口音、老师 

6 文化沉浸与深度学习 
深刻、繁体字、教授、改进、笔画、视

频、易用性、访问、文化、经典著作 

 

 
图 8  LLM 自一致性投票机制 

 

（1）基于 LLMs 的主题识别提取算法：本研究定义了适用于 LLMs 处理的主

题识别提取算法流程，如表 4 所示。具体来说，包括符号定义、智能处理、筛选准

则、综合评价与排序以及集体决策与输出等 7 个流程。算法核心包括智能体执行函

数，该部分在于引导智能体根据自身逻辑识别出与主题相关的关键词子集。随后，

通过筛选准则去除与评价指标语义不相关的关键词，确保关键词的高关联度。综合

评价与排序步骤中，每个智能体对其识别的主题根据相关关键词数量进行排序并优

选，排除关键词数量不足的主题。最后，集体决策与输出阶段采用投票机制，比较

各主题在不同智能体排序中的流行程度，仅保留那些出现频率超过预设阈值的主题，

作为构建中文学习 APP 评价指标的最终主题集合。 
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表 4 基于 LLM 的主题识别提取提示构建 

（1）定义符号 

·T={T1, T2…Ti}，其中每个 Tj={Kj1, Kj2, …, Kjn}，表示序

列 T 包含 i 个主题，每个主题有 n 个关键词。R={A1，

A2, …, Aa}，表示序列 R，由 a 个智能体组成。 

·C={I1，I2…Id}，表示一级评价指标的集合。 

（2）智能体执行函数 

·对于每个智能体 Ar∈R和每个主题 Tj∈T，定义识别函数

fr(Tj)=K’rj，其中 K’rj⊆Tj为智能体 Ar认定的相关关键词集

合。 

（3）筛选准则 
·定义筛选函数 g(K’rj)= K’’rj,使得 K’’rj∈K’rj，且 k∈K’’rj，

存在 c∈C 使得 k 与 C 在语义上相关。 

（4）综合评价与排序 

·对于每个智能体 Ar，定义排序和选择函数 h(Ar)=Sr,其

中 Sr 是按与一级评价指标相关的关键词数量降序排列

的主题集合，且|Sr|<I,表示除去了一些关键词数量较少

的主题。 

（5）集体决策与输出 

·定义投票函数 v(R,S)=F，其中 F⊆T，基于所有智能体

R 的排序结果 S={S1，S2,…，Sa},通过比较各主题在不同

智能体排序中的出现频率，选择频率高于预设阈值的

主题作为最终结果。 

·输出结果为𝐹，代表经集体决策确定的，用于构建中

文学习 APP 评价指标的主题集合。 

（6）输入主题 [T1, T2…Ti ] 

（7）输出结果 [T’1, T’2…T’i] 

 

（2）基于 LLMs 的专家模型主题识别矩阵：表 5 展示了不同 LLM 模型对前述

定义的各个主题（Topic1 至 Topic6）的支持情况。符号“✓”表示对应主题能够为

LLM有效识别，并能够作为中文学习 APP评价指标体系构建的基础，而“”则表示

支持度较低或不具备直接关联的主题。通过汇总各模型对聚类主题的支持情况，并

在最后一行统计出每个主题的投票支持率，可直观反映各聚类主题识别提取情况。 

 
表 5 基于 LLM 的专家模型主题识别矩阵 

 Topic1 Topic2 Topic3 Topic4 Topic5 Topic6 

Agent1 ✓ ✓ ✓ ✓   

Agent2 ✓ ✓ ✓ ✓  ✓ 

Agent3 ✓  ✓   ✓ 

Agent4 ✓  ✓ ✓ ✓  

Agent5   ✓  ✓ ✓ 

Agen6 ✓ ✓  ✓  ✓ 

Agent7 ✓  ✓   ✓ 

Agent8 ✓ ✓ ✓ ✓  ✓ 

Agent9  ✓ ✓  ✓ ✓ 

Agent10 ✓  ✓   ✓ 

投票支持率 80% 50% 80% 50% 30% 80% 
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（3）评估指标：为全面评价基于 BERT-LDA 模型的主题聚类效果，本研究采

用了以下 3 个评价指标：查准率(Precision)、查全率(Recall)与 F 值(F-measure)，以

下分别用 P，R 和 F 表示。这些指标帮助本研究从不同维度理解模型识别主题的准

确性和全面性。其中 Tcorrect是指 LLM 专家模型识别的正确主题数量，Textract是指基

于 LLM 专家模型提取或识别出的主题数量，Tstandard是指专家总结出的主题数量。 

 

（1） 𝑃 =
𝑇correct 

𝑇extract 
 

（2） 𝑅 =
𝑇correct 

𝑇standard 
 

（3） 𝐹 =
2𝑃𝑅

𝑃+𝑅
 

 

（4）评价结果：本研究评价对比了BERT-LDA模型与传统LDA模型在主题抽

取任务上的性能。从结果可以看出前者在查准率、查全率以及 F值上均优于后者，

分别高了 16.07%、33.3%以及 27.96%。BERT-LDA 模型识别出的主题类别更加清

晰、准确，其中主题 1、主题 3 和主题 6 更有利于构建中文学习 APP 评价指标体系。 

 
表 6 不同模型主题抽取效果对比结果 

 主题数 Textract Tcorrect Tstandard 查准率 查全率 F 值 

BERT-LDA 6 6 3 6 50% 50% 50% 

LDA 3 3 1 6 33.3% 16.7% 22.04% 

 

 

6. 中文学习 APP 评估指标体系构建及验证 

 

6.1 中文学习 APP 评估指标体系构建 

 

基于 BERT-LDA模型和 K-means聚类，同时运用基于 LLMs的主题识别提取方

法对“多媒体学习与交互设计”“学习效率与标准测试”“工具创新与社区互动”、“语

言技能与文化传播”“用户参与与个性化服务”“文化沉浸与深度学习”等 6个主题及其

主题关键词进行了识别，并基于主题 1、主题 3 和主题 6，最终归纳总结得到中文

学习 APP 评价指标体系。需要特别指出的是，本研究中归纳总结出的主题及最终

构建的评价指标体现（如表 7 所示），均由机器基于数据挖掘和算法模型自动生成，

整个过程未引入人类专家进行审核或验证。这种纯粹数据驱动的方法虽然保障了规

模与效率，但也可能引入算法固有的偏见，例如不能捕捉到凭借专家经验才能洞察

的深层教学逻辑与核心质量维度。 
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表 7 中文学习 APP 评价指标体系 

一级维度 二级维度 三级维度 指标描述 

内容评价（内容质量） 

内容组织 
语言表达 清晰准确，符合语法规范 

词汇覆盖 广泛多样，适应不同水平 

视听融合 
音质协调 声音清晰，无杂音干扰 

视频指导 情景模拟，直观展示应用 

过程评价（用户体验） 

信息架构 
页面布局 简洁高效，便于信息查找 

导航设计 逻辑清晰，快速定位功能 

交互体验 
流畅体验 响应迅速，操作无卡顿 

平台兼容 多系统适配，运行稳定 

更新迭代 
问题修复 及时反馈，解决用户难题 

版本优化 持续改进，提升应用性能 

效果评价（学习成效） 

实用工具 
笔顺演示 正确书写顺序，动画展示 

字典查询   例句丰富，快速查词解义 

技能应用 
听力强化 多场景练习，增强交流能力 

文化适应 跨文化融入，提升理解能力 

 

6.2 中文学习 APP 短评情感分析 

 

（1）中文学习 APP 短评文本评分分布：调用 SnowNLP 库对中文学习 APP 的

短评进行情感计算，旨在对 17 款中文学习 APP 的情感倾向进行深入分析，即积极、

消极或中性等评论数量的占比。基于此，本研究对 10866 条评论进行情感分析，并

量化了每款 APP 的情感得分，进而得出中文学习 APP 总体短评情感分布情况，见

表 8。 

 

表 8 中文学习 APP 短评情感分布情况 

 

 

 

 

 

 

（2）基于情感词典的中文学习 APP 短评文本计算：本研究选择了适合中文语

境的情感词典，结合了否定词识别、程度副词权重调整等方法，以提高情感分析的

准确性。并以 HanYou-Chinese Dictionary APP 的部分短评情感得分为示例结果，如

表 9 所示。 

 

  

情感类型 评论量 占比 

积极情感 10132 条 93.25% 

中性情感 311 条 2.87% 

消极情感 422 条 3.88% 



张邝弋, 侯尚余, 宋靖雯, 肖锐           基于 BERT-LDA 的中文学习 APP 评价指标体系构建研究 

 

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching                           40 

表 9 “HanYou - Chinese Dictionary”APP 部分短评情感得分 

序号 评论内容 情感得分 

1 我特别喜欢绘图词典。 92.11% 

2 汉友确实帮助我增加了中文词汇量。闪存卡也很有用。 82.48% 

3 
超级有用且易于使用。强烈推荐给汉语学习者和来中国

的游客！ 
95.71% 

4 
我建议该APP可以包含一些同义词及有关定义的更多详细

信息。 
24.69% 

5 即使它是免费的，它仍然是垃圾。 10.48% 

 

基于评论量的梯度分布性与情感均值的层级覆盖性双重筛选原则，选取用户评

分排名前三的 3 款中文学习 APP 作为研究对象进行深入分析，如表 10 所示。通过

该分析，可以深入了解用户反馈的情感倾向，为 APP 开发者提供改进建议，并帮

助潜在用户做出更明智的选择。 

 
表 10  部分中文学习 APP 短评情感分布情况 

中文学习 APP 名称 APP 分数 评论量 情感均值 

Du Chinese – Read Mandarin 4.7 195 条 87.09% 

Domino Chinese 4.6 40 条 83.63% 

Learn Chinese HSK1 

Chinesimple 
4.7 13 条 92.22% 

 

Learn Chinese HSK1 Chinesimple 和 Du Chinese–Read Mandarin 两款 APP 不仅获

得了较高的平均评分，而且用户情感均值也相对较高，表明这两款 APP 在用户满

意度方面表现突出；相比之下，Domino Chinese APP 在内容深度及用户体验优化方

面需进一步改进。（3）基于中文学习 APP 的多维评价：Chinese Parents APP 在所选

的中文学习 APP 中评分最低，其在内容、用户体验以及学习成效等方面可能存在

较多有待改进的地方，因此选择 Chinese Parents APP 作为验证中文学习 APP 评价

框架的主要对象，期望通过对其进行详细评价，为提升此类 APP 的整体质量和用

户体验提供有价值的案例借鉴。具体分析结果如表 11(下页)所示，展示了该 APP在

各个评价维度上的情感均值及用户反馈的详细情况。 

 

 

7. 讨论与分析 

 

7.1 研究价值 

 

（1）理论贡献 

 

第一，推动中文教育数字化与智能化转型。通过整合 BERT-LDA 模型与 K-

means聚类算法，并结合 LLMs的主题识别与提取方法，本研究在“内容质量—用户

体验—学习成效”三维框架下构建了系统的评价指标体系（见表 7）。这一过程不仅
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验证了人工智能驱动评价体系构建的可行性，也为教育理论与技术融合提供了新路

径。 

 

表 11 “Chinese parents”APP 短评文本多维评价结果 

一级维度 二级维度 情感均值 三级维度 情感均值 

内容评价（内容质量） 

内容组织 83.21% 
语言表达 86.25% 

词汇覆盖 80.17% 

视听融合 47.71% 
音质协调 32.74% 

视频指导 62.67% 

过程评价（用户体验） 

信息架构 50.03% 
页面布局 52.25% 

导航设计 44.81% 

交互体验 49.31% 
流畅体验 42.18% 

平台兼容 56.44% 

更新迭代 70.35% 
问题修复 65.47% 

版本优化 75.22% 

效果评价（学习成效） 

实用工具 86.65% 
笔顺演示 84.74% 

字典查询 88.51% 

技能应用 77.84% 
听力强化 90.27% 

文化适应 65.41% 

 

第二，扩展评价方法论的适用性。在对 10866 条用户短评的情感计算中，本研

究验证了基于 SnowNLP 与情感词典结合的方法能够兼效率与精准性。例如，

HanYou-Chinese Dictionary APP 在部分评论中的情感得分差异显著，显示了细颗粒

度分析在揭示用户真实情感上的独特价值。这为教育技术评价提供了新的方法论支

撑。 

 

第三，推动个性化与动态化评价的形成。在 Chinese Parents APP 的多维评价结

果中。用户对“听力强化（90.27%）”表现高度认可，但对“音质协调（32.74%）”则

明显不满。这种维度差异凸显了动态指标不仅要面向整体水平，更要识别局部薄弱

环节，为后续模型的个性化适配提供了理论依据。 

 

（2）实践意义 

 

第一，服务教师教学与资源甄选。对于外语教师而言，本研究的成果可直接应

用于课堂资源筛选与教学辅助。例如，教师可参考 APP在“词汇覆盖”或“文化适应”

维度的情感均值，判断该应用是否适合于初级、中级或跨文化教学场景，从而提升

教学资源配置的科学性。 

 

第二，提升教育决策的数据驱动水平。基于情感分布结果（积极评估占比

93.25%），教师与教育管理者能够快速了解不同 APP 的整体口碑，并通过多维度细

分（如“信息架构”“交互体验”）洞察学生学习中的真实痛点。这使得教学管理更具

针对性和实效性。 
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第三，促进教育市场竞争与应用生态优化。评价框架不仅帮助开发者精准把握

用户需求，还能为学生与教师提供直观的参考。例如，Du Chinese–Read Mandarin

和 Learn Chinese HSK1 Chinesimple 两款 APP 的情感均值分别达到 87.09%和 92.22%，

对教师而言，这类数据有助于有限推荐更受认可的资源，提升课堂学习效果。 

 

7.2 发展建议 

 

优化和完善基于 BERT-LDA 的中文学习 APP 评价指标体系的构建，不仅能提

升其实用性和科学性，还能为中文教学资源的优化发展提供有力的数据支持和决策

依据。由此，本文从智能化、动态化、安全性三个层面对其评估指标体系构建提出

建议： 

 

（1）智能化导向。结合 LLM与大数据分析，教师可依赖评价系统快速识别适

配不同学习水平的资源。例如，在 APP 教学应用中，系统可自动生成“听力练习难

度梯度”或“词汇拓展路径”，为教师布置差异化作业提供支持。同时，未来模型还

应在跨语种支持与文化内容融合等方面加大投入，提升全球推广的适配度。 

 

（2）动态化适应。面对互联网教育资源更新迅速的现实，指标体系必须保持

灵活可扩展。例如，Chinese Parents APP 在“页面布局”和“导航设计”上评分偏低，

若能及时反馈并优化，则可快速提升用户体验。教师在选择 APP 时，也能依靠这

种动态评价，避免教学过程中因工具落后而导致的学习障碍。 

 

（3）安全性保障。在教育应用的推广中，教师和学生的数据安全问题尤为关

键。未来的评价框架需要纳入“隐私保护”维度，并遵循国际数据保护法规。这不仅

关系到用户信任度，也直接影响教育资源的可持续发展和跨国推广。 

 

（4）人机协同与专家介入。本研究所构建的指标体系完全基于机器算法，虽

展现了自动化处理的潜力，但缺乏教育领域专家的深度干预。未来研究应积极探索

“人机协同”(Human-AI Collaboration)的混合模式，将本研究的数据驱动方法与德尔

菲法相结合。例如。可以在机器初步生成主题和指标以后，引入国际中文教育领域

的专家和一线教师进行多轮审议、修正与验证，对机器可能存在的偏差进行校准，

对指标的权重和表述进行优化。这种融合了算法广度与专家深度的模式，有望构建

出既客观全面又符合教育理论与实践的评价体系。 

 

 

8. 结语 

 

本研究通过整合 BERT-LDA 模型与 LLMs，不仅科学构建了一套科学的中文学

习 APP 评价指标体系，更重要的是，通过对真实用户数据的深入挖掘，验证了该

体系的有效性和实用性。研究表明将 BERT-LDA模型与基于 LLMs引导的群体智能

决策相结合的评价方法，能有效构建客观、动态的中文学习 APP 评价指标体系，
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并通过情感分析验证了该体系在精准反映用户体验与学习成效方面的实用性与科学

性。未来研究应进一步探索评价体系的自动化与自适应机制，融合更多维度的用户

数据，并加强对数据安全与伦理问题的关注，以推动更加智能、全面的国际中文教

育数字资源评价生态。 
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附录  中文 APP 情况简介 

 

APP 发布日期 应用特点 

ChineseSkill 2014-02-08 
内置中文语音评估、汉字手写、

动画技术。 

HelloChinese 2015-06-18 
致力于为初级中文学习者提供优

质语言服务。 

PlecoChineseDictionary 2009-12-17 

集成词典/文档阅读器/单词卡系

统，支持全屏手写输入及实时

OCR 功能。 

LearnChineseEasily 2018-02-14 
以“积木式”方法组织汉字学习的形

式。 
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Scripts:LearnChinesewriting 2018-10-10 
配置极简的语言插图及快节奏的

语言游戏。 

Chineasy:LearnChineseeasily 2018-02-12 

内置中文词汇学习游戏，且具备

28 个贴合实际生活场景的汉语学

习主题及 1834 个词汇。 

DuChinese–ReadMandarin 2015-12-05 

Du Chinese 是一款分级阅读应用程

序，为各级汉语学习者提供广泛

的阅读练习。 

ChineseParents 2022-04-22 
以真实生活为背景，沉浸式体验

中文学习 

DailyChineseWords&Idioms 2019-06-20 

遵循艾宾浩斯记忆曲线规律，间

隔复习并逐步引入新单词，确保

已学单词的有效记忆。 

MandarinChinesebyNemo 2011-04-12 

个性化追踪进度，重点学习高频

词汇，逐步构建长期记忆，轻松

应对日常对话。 

LearnChinese-Mandarin 2011-05-19 

应用内含超过 200 条常用词汇及

短语，并由母语者录音，支持离

线使用。 

HSKStudyandExam-SuperTest 2018-02-14 

应用结合 AI 技术提供精准水平测

试与定制化课程，拥有丰富题库

及模拟考试资源。 

DominoChinese 2022-02-16 
通过视频教程和真实情境，清晰

解释并演示日常普通话使用形式 

HanYou-ChineseDictionary 2014-09-19 

具备强大的离线 OCR 功能，能识

别万余个汉字，辅助阅读各种文

本。 

DotLanguages-LearnChinese 2021-04-12 

通过丰富多样的 HSK 级别文章提

升普通话水平。每日新增六篇以

上文章确保学习材料充足。 

LearnChineseHSK1Chinesimple 2020-03-11 

告别枯燥课本与昂贵课程，透过

宾果系统分析进步状况，集中练

习要点，快速高效备考 HSK。 

Learn Chinese for Beginners 2022-01-11 

无需注册账号，所有内容完全免

费且可离线使用。课程覆盖拼

音、汉字及日常生活中的各种实

用词汇与表达。 

 


