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Abstract: This study explores the evaluation standards and quality
challenges associated with Chinese learning apps in the context of
increasing informatization and intelligence. It introduces a topic clustering
algorithm derived from the BERT-LDA model and integrates an expert
model for topic extraction utilizing Large Language Models (LLMs). A
multidimensional and dynamic evaluation indicator system for Chinese
learning apps is developed, focusing on core dimensions such as evaluation
content (content quality), evaluation process (user experience), and
evaluation outcomes (learning effectiveness). The validity of this system is
confirmed through sentiment analysis tasks. Lastly, the study identifies
future directions and potential risk challenges for creating evaluation
indicator systems in international Chinese education digital resources,
emphasizing intelligent, dynamic, and secure approaches.
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1. 5|

(|2

PL ChatGPT AR ) KIE 5 15 7 (Large Language Model, LLM)TE R G2 & B F-+
WARER] AV AE SR LEZ NN, #— P RE TN TR
IR E Y LGSR AR OIEEN, R T LLM E A AN T3
REA R BB LRRI, X ep oS A TR I (Wu et al., 2023).

AR S IR, 02 5] APP R (B 2 S A
AL TIRE,  TEEHIH N AN T2 51 % R R R B 2 A 0 0 ekt
TH GRS, 2021). AT, 0T AR B MR S0 5] APP (5
R, DA E AR S U A 8 R AL T L SRR, 3
b2 R bR A

F& LIV 7 1 40 )2 R 79 M1 (Analytic Hierarchy Process, AHP) (Kharat et al.,
2016) FI4E/RIEH 5K % )32 (Delphi Method) (Alon et al., 2025) B —EFELE FiE
R T VFM IR RGN, BAE RO PO AU B 1 1A, U RS T et
NLTERBARB PO 2] APPIY, XEET7VERRMRIEH 2 BB (EFRBEE, 20115 XF
T, 2012). BT, AT B SO T BRI L, S
BERT(Bidirectional Encoder Representations from Transformer)-LDA(Latent Dirichlet
Allocation) [ 3= @ KRBk, [FIN 34T LLMs(Large Language Models)? 1) % A5
TR SR T AT S, AT A i B A5 B PE R s K Hh S5 2] APP PPN AR &R
AL SERBR ) o0 Fa b A RBEATIRAE, PASEIIXS o0 >] APP HIZ 485 PR,
AN 2] APP WP SR Bt 548 B IR A T SR AR A3

2. 3CERERIR

PR E N EAC PP 5 SRS I B AR, AR A AL S AL AR
PO AT (EBEIFEE, 2004). BdlEd248 F 08— Fhom K i T HAMEARF B
NV FE bR RS HE B BE S5 TR = AR 52 01 R BRI 1 5048 71 B BOR SCRF AN SR 1k
oot il AIABEEEUTRET, TFE APP /Y KiE 5 3] Kfedt
AR BB, RENS I R 2 IR R R A IME A R . Bk,
HE-BERENIEAREREE, XA RN BOEROR IS W 5
B, EER AT AT RRIE . X285 R0 70 sl i OB REFCE BRI 4R
Thy Brr e B E WIRE EACT D, (S SO AT U S G D FR i A% 4t -
R EEMHN T4 L ARST 53 B R 20 A 05 sCAIARDR AT BRI AR 55, kT Iz 7]
B At MR DL v B AL R B A B AR

! https://www.kaggle.com/code/dskswu/topic-modeling-bert-lda
*LLMs (Large Language Models) NZAKIEFHEA, FEEETIRT FHHAREE; LLM
(Large Language Model) AN KIEF A,
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2.1 R GERIME R AR RIBT IR

20 IR AN AL SR b i SR VA BRI L R e mAE M th FB, R
SREEMAMEAS R S Ak B, BEFAE (2023) LRI HE/RIEENMZE R HTIE,
ML R LI NZ IR HETE Y R M 1 [ b b SCEM P Sabs iR &R RS (2023) &
T IR R AN S BE TR, M T b SO E R TR TR AR R &R
JTEINEE (2023) 2 (E B SCHUTEALRE bRdE) . S5 A BRI IS SR
R, M T EERPSCEITE T R IR R E R REESE (20240 AIE/RIEL K&
2, Rl E b 7 B T E A G SR AR D PR SR AR R R B AR
(2023) IS 2 FPAIREL. FARC M &5 B AL T Beokiidt 1 1 B b SO
AR S iy ER <o) A S e VR & SN B ==X N E5 =< o T TR =S T 1
LR IR T BE/RIFETESF AR AT 3 L 5 E B RS, (£ S BAVE
s B8 BORHE SRR R LS 2 MU IE T HEEN GRS, 2014;
MEERE, 2019). RT, MERITIEFFEAAAE R RRYE: e, e R
BARHIAR AL, T PERE K L I AEAT A, R] RE 3 B0 45 R T
FEEZE: HIR, EALIRbAA RN R L2 a4 Sl B S,
SAGTRRE ST, AWK Bl s fa, L 5000 1 2k A DL Bod K2
B BERT e IR ERAE A — 20, PSSR PR SR P B 7 AN T 45 2R, /2 WA
AR5 T R] 85 T R BR P2 I 5 VR IS tH K S5 R A7 AL — € ZE B

2.2 BT HIBIRSNHITEHR 14 R BT TCIIR

4% X 5l (Data-Driven) 2 FE M KRB R AR, 256 gt #MbLes % S HR,
DL HE W AE RO AR, B R B @ PR fE AR R R RE OBILREE, 2017).
IXFh 7 v n 1 ek SRR A R R 18] R B ORI AR S, SRR R A I8 3 U TR
) FEAEFIATA E M, NTHeE s PPk R M E . A S M. BEE R
P2 ) FE SRS F AN BRI &, B2 IR FNLES 2% ) 5k CAE A [RS8 48 A 1
RIEFTZNH, HOHE2NRENB: (1) LRERFMSIN A 5%
PR e bRk R E 24K T LDA SFR—RBiR, X LeRi A 7 Lb B SCARK IR I,
R D W BE e s E e . (2) Mg S SEARCH .. BEEX FIRE
DR R TR BE A, WA T IEIR R RS, B s 455 A R
AR 34 SR £ T 29 A7 1) 4 T A EAf 4 o X — B Convolutional Neural Networks
(CNN) ZEPRFE &2 S BIAY R o R B SR BE AR RE U 5l N, 5 LDA &4 £l
MR gE A A A& . Flan, SIEAESE (2023) M LAERE/R T LDA S54LR4HT
B, Lai (2023) {8/ CNN F1 Bi-LSTM BALG O F TRbR1A RBATIGAE, #B
XM BRI AR . sbAl, WA FEEE (2023) $EHI HBL-LDA J5ik, @K
BRI RUBE R SE R, Cild A 2 M RREYE, SR T BIEOME VA R bR AL 2 B 2L
REWEME. (3) [ RIREE U e AR Ak 5 5 e il &, 78 B8 i AR Y
gt  DLE R E ST ARr F5 oK o 28R XA (2024) S5 MW SUARRHIERG AR A7
K, QLEMEMSE ST BERT-LDA 5 K-means R2RHE, &M mfE i M EE &

* https://shihan-org.chinese.cn/index/build/detail. htmI?id=239
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BHATURBEYZH8, XA Eh A AN 4k 2K T BERT X & 40855158 KEE 1, R H
LDA ffi3RF g, [FRIEIE K-means JE— D450, LB X 2 1 40k =
SE LA EPPAL TR PR AR RA o IR A 5 Ehis DR Bl T v A 5 e 3 . P A 1) e 2
AMGE R B ettt , R 5 sePr B I s R E 4G Hknr s, T
R 35 E 2 T A SRS B LS S5 T 0 B% .

2.3 I3CES] APP BRARIUIR

W W Duolingo~ HelloChinese 55913 %% > APP N HFEE I A ARZ B 24+
()57 24T e 35 DA A SIS B 3T ) 9 45 I Ut S B A BRI AR, B B S A A 1AL
VPR TR R A AT R NPk . AHSCHE R R E B DU R BB, R
2] APP VN EERD, Eimm AL, MELLeH AR S GRERE,
2025; AWRIREE, 2025); -, ] APP VN 4EE RO R —, SR EDIRE
WItBH PSS B, TEMEBE BN F8C0R . BORMERESE T M 25 & v
(7K, 2021); =, BhZ RERFNEIRIE NI, BO FEOFMAREA—.
FUAERA B (BfE, 2018). HHULAT A, FEIREIE S N TR BEAR =R B#
HiRe R B X . BhAE R S0 ) APP FRAR VA R R BRI Jvia v B
2,

2.4 E R CEE B R IR 45 P

NTHEBE. KEHE. itHE. BIISLSEER AR S 5) 2 M H IR ZE
MEPR S E RS, HAMURH BARZARA OMESE T SI15% n R & 2 ooiib
RAERIPI 2 F PR, S HOR R AE 3G L], B3R T 7 a T B
SITHWRRBNRE . NHFE N BRI G R ). XA e,
R (2017) T B ZE IR kx> APP 19 5 FPE AT VR sk i
(2019) #:F D—SUEdREL S, M RIS LA 14X A [ KR 5] APP 145
bR, SR T HAER S APP ATH . WABIRZ A EE SR, ZHSE (2022)
FH AR 52 i (Technology Acceptance Model, TAM), #4J# T B A1 T A 3L 22 3]
BELERHRIE Y ) SRR, 2558 (2023) NIBE#E— P DRI Z Y e
RN BARAESE, f 1 v o8 ) SR A S AR, I AR ol 1RGN 5
P A . SR RA GNP ER . BHEmT A, F30%2] APP fE
NEFHE TR —MaETER, BRI B, (R T AME
2Rk RE . I, MWH PRI AR, RSN 55087 F P 3z 2k
T BRI N R SN o T it IRPEUCE AR RO E

2.5 FETF LLMs f& R MRS 2R TR

LLM 7E % TSR o il e 30t 38 N R B XK F AR I (Achiam et al.,
2023). o LREEN—FMERGS LLMs W77, B E 1R~ 1E el iE,
REMEE AR (Kojima et al., 2022) /b EFA (Brownetal., 2020) 2544 T 0% &
FALRLEREE NLP AR5 LRI, #—0mE, BHARREIIEHLH et — Dt
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LLMs [ftkRE, SRR BB (Wu et al,, 2023; Jang et al., 2023). {4
w, A2 RESE (2025) 7 PO ORIE B LA K Eh I A DA Bh A AR TV,
BT AR SO . AR IR AE I (Retrieval-Augmented Generation, RAG) 1 %24,
R, BRARTE T EEBHER RS, R T EE AR, A3 AR T
B BB AT L. B (2025) MBS THEHLSE IR F PF B I AR e R AR AR AL
AN FEN A, R TERT LLM B SE R0k 5 YRR B 3h A RAESE,
T PP P SRR R R N R, SIS SR AL T & 7 SR A R
&R, BANEREE TR SCIRTEE, 5 T IFRCEMPIE o Reuter (2024)
M4 T GPTopic #AFEL, FIAH LLM GIEzhA . B3I F @R, @i iR A ik
M P REIRZRE . AL =/, R BEEE NS TViin . EINRSERM. XL
BRI 1 RIS 5 B ALAE AN [R) S ST 7, DA AR SR THEE 40 B P e 3 SCRF
JTT RS . BT, ABEUE OGRS TR S AR R g P s W E I R
(1) LLMs 1E AN SR F @R BT 55 IR I T, B AEIR 20X — SR A fer S s 2 H
BNACAL T I B 25 T SO RN = R B E R P 5 S, [RIINH 6h K EARiE
s IO -

2.6 CH TR S48 R AA R

P S5 3] APP (VA R AR R R 2 — DU 2P s B R TAE. &
Wi N2 ZWESZER, FELETA. ZRAENGEHE. MR TRIEAK
LRI ESEL, RMES TERETHIA S P 5 REEE TR R
T, XFEE R R RIR M. S AR, B SRS A PR AR AR A AR R )
HER KRS S, RS S RS vE HL R S HOE B S BT SCBE R R RSB U R
Wr A4 75 oK, M A PR SR AR R R IR T BB MY . EAER, DA
ChatGPT MR LLM S5 & S 1R ERG K g, X H0s>] APP ik
IR DL P ARSI B T = A T T BB B

BT BRI, PSR -BERERE. T S5 LA APP
VPO TEAR A R, DLSEBLECA BRI R AL . RS AT B 3. ik, FRHBLT
HIF T fi)

(1) Bt I se Bl —NME s 7 2R S B st 2 AR M TR
APP ZLREVPINTHELE, LIRS HE M 125 305 2] 35 1) 2 ST I R A7 Rt
APP [0 HI R ?

(2)  WfTAER SR S0 2] APP WET fR AR R R, BE5 LLMs fEikff
R RERTE, FARVPO A R R . YR A SRS 2 B B e S
AES1?

(3) @ R ITEOR, GG T3] APP KRR, IRAFZSE Xt
13053 APP T A A AT B A S i, AT S PEAN PR AR 1 2R R BGIE AT
DUACTRBE S BB XA SE PR, B — B4R T 3052 2] APP I
JURIG AN ROR?
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3. E AL R

R FRAE L CARFE [ ERb& S, Bla 7 BERT A IS SCRHE 7] &= A0
LDA FEHHER &, Bkttt 7 —MiEH T3] APP FVESCA I 38R )
PG TR AR S B0 AR I REAARMESE, ZAELR NI 1 B, BRSSPI T -

gy b

il FE] M Aw

BERTHFAE ] &

FeATHAL | | ) = P

fbrik R

bR REHE

B 1 3055 APP PRAli AR i R ARG B B AAAE SR
3.1 BERE ST E &

H—, DU G A B R T RS, B2 B i1 &7 LITBURE P
SCEES] APP PR VESOR,  BLAEON IR S Ml Zh 8 S, 55—, dd<i[H
SRR 65 O S v S0 S A SR B SRR SCHR PR AL 0 45 U2, AT AL S T R i £
B=, BEAKE. WKL TR EE R R, IR o R a6 Ko 3t 47
DRI 5 a5 AL B 5500, Dy s A R IO T A RS, AW FCR BERT
PRI I [CLSIPR LA™ AL I ZR G SCAR R 5 LDA B A ) 32 s ik ) AR 25 &
FEBIINBCRAN . PhESE T TR R &, DU AR &R 208 UG B R £ RS/
H AL &

3.2 K-means ¥

H5E, REE SOM E UT  OGBE A 73 il TR AL, Sl VAR AU e AT T 18] Y
WE R W5, @ TR R PE K-means BIE I &E K 8, PAHCSRIGE

* https://www.houyicaiji.com/

® https://www.qimai.cn/rank/featured

® https://www.cnki.net/

" https://www.csdn.net/
*https://baike.baidu.com/item/K%E5%9D%87%E5%80%BC%E8%81%9A%E7%B1%BB%E7%
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B AR SR, 5, NEREEREMENH S TR, g —nkELs
$&52(Uniform Manifold Approximation and Projection, UMAP)H.VL?, X % 4k 5k 4h
AT T IRYEIFREAT T AT AL B RS, AESRERAE b, A B 3 R 1] 25 1A
FH UL S I AN 3 8 A% OV A B S HAH L Z TR R OR &R

3.3 EF LLMs BE& FER F RER U 1

B, M SCRREEEORGE R — R A T8, AT A AR S A OS]
HIK, SIANFAREBARZS S0, DOCRRSETE MRV B 5, %
€ HAF N RIS APP P AR A RAGE I TE. FHR, 5l SRRt — DR
WPAT R BRI R 0 TS5, 0 B SERLSCBEIR] N IR 5 B2 TR A BRAR AR R 1 o480t
B, WRDHTIERIE SAEE . BUa, KA BRI af RS — FIRE,
Jf- 28 H — Bk (Self-Consistency) B 2 ML BEAT I JE 5 5mAL, AT 45 EE ML 3L A% L
PR ERREER, V)R SEPP O i R A B IR S

3.4 B FHIEF CHF] APP iHETRIRE R

BSERT LDA R AR A 5 PHE o % 0 AL, 4545 BERT 15 UK
b5 LDA F@URFLEAT Z4EERL S, MW@ tiRekln. WA ME. M IEkeE
HEPLIPFOTTEARMESE . 18I K-means ST 4- Wk ABUR], ik Y 5 54 ST RCR
SEAH QA0 BT E A E A DTN 4EE . FRIE R R 2 T SnowNLP O 15 8 4347
BORX a2 2] APP I SCAR SR AT 16 S 7 BALAL B . R AT HH K i AS
705 R BUSERRVE T #EAT I, DLOORAS 36 PN F b4 R O AER 1 55 S

4. R TERFE
4.1 BERT %!

(1) HEAIA24: BERT #iAH Google A F{E 2018 4E 10 A, StkgiH0it
TF-# A 1E R ) Word2Vec #AUAN[E], BERT £E3E T Transformer XX 7] 2 il 25 22 44 f)
Bt B RTEAR BB B SCARRFEIANF . (Devlinetal., 2019). N T I8 A%
HATEEAESS N, FFRERANIE S PP SCAE KR, BERT fEH N ZRLE T 1]
] 7 (Token Embedding). E&7%#x i1 7] & (Segment Embedding) LA 7 & 7] & (Position
Embedding)iX =& BRAFA, [F fElMUER FFR1C A5 [CLSTAI[SEP]. — 5 THI,
TE[CLSIMIHE BT, BB N P 5 G g — W A) TR &R AE, A BT H AT
FALS. H— 710, [SEPIIVEFAE T Kl 73 R R SCAS 7 51 A 1 88N A) 7 80 B
BB THRAAE AP 2 2 0] FEBTE B 0L R, IR BERE 4ERF SCAR T F 45 1415
Steett Al 2 ). (H8 Bl g% it, BERT AV LI T X SCA N

AE%97%E6%B3%95/15779627
* https://blog.csdn.net/CRUSH8496052/article/details/132926453
' https://developer.baidu.com/article/details/3330267

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching 29



SRITR, MR, RWE, HE H&T BERT-LDA HH1 3057 21 APP PRAFE b5 14 2 K S0 7

RN BT 0T BB, S8 5m 1 HAE B ARE S A EAESS B RRDIATRS B

Position F,mbl‘ddings| Eo ‘ E | E: E: E ; | Es i Es E:
+ + + + + + + +

Segmenlh‘mbeddings| Ea | | Ex | | Ea | ‘ Ea ‘ | E | | Ea | | E I I Ea ]
+ + + + + + + +

Token Embeddings | Eios Es | Ex | Eu ‘ Ex Es i En Esen
———— —— | f f

wo o] ] [ (2] (o] (o] [ [se]

& 2 BERT HJH) T HRR

(2) TZk: BERT BB ISR R IR e B 22 21 050, X —1d 7%
WA EEALSS: — BUEHOE S B (Masked Language Model, MLM); & Tl
—%J(Next Sentence Prediction, NSP). MLM ] H 5 A& T B AL R A5 5 a0,
R A ZBAR A b SOAE EoRIH TR IR B R, IR B RS > BN F 5 115 5 RIA.
1M NSP AT 55 W2 PEO0 I ANES: 1) 6) 7 v Boe AR LM BTG R R, HHEZ
o B RS B A ST ()3 MR AN AR S A

(3) fif: BERT fRAESERRINIZRZ 5, REVSAT X RT % 1Y B 2815 5 A EAE 55
BEATROR . ERORERET, S ME ], R SRR AN E R S AT
%5, XIEFEREETNZGS MR b, ARG — AN 2 ] 55 7
R, JFAESCIEA AT XX — R AT AR I R, AT S DR R 2 HOR R R AL .
BERT @ iE#2 52 S VA, A2 HARE S AL B, FlanseAR 738, a4 SEiR il
TR E 2 AME S HE I 1Tz BN A

4.2 LDA #%]

LDA s2& — R Br 22 S MR A sl A, B Sops L 2 UNR] i = SR 45 4
HEEEARE. Rl T E R, U B b — 4R A R
SORS R RN R A A E R AT I, R DR R SR A 32 R DA L AR A vy
1 —HiACR R . LDA @R a] LA SCRS . 8, 1615 =N R AT SR A,
TR TGO EBUS R TEZ R 8 SO,  CESORIZE . {5 SRR A E K
SIHTAEARAR R T2 M (Blei et al., 2003), HARTFEISFRAIE 3 AR .

o
%

(O—

& 3 LDA : R
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Kl 3 BRSNS AR 1, A2 (R & Sk R 26 A HOBR 2 (Conditional
Dependencies), B[l 3C#4(Documents). =E @(Topics) PA & 1] 18 (Words).Z 8] 1 2 AR
K&,

R 1 EFEAFESHEX
ZH ik

a BATER 1, 0 MRS E
p WHRTEE T, o NS
/ PEIB- R A

0 -7 A3 A

z VIS A A R
w DL 0

K € e

M SCRiAH

N RO A

4.3 BERT-LDA £&%

(1) #J5E LDA FBURFE ) & 5 S RGO F R S ik AT b B, 2 LDA &
AT AT N SR, i BB IR, R SOREB R S A . 7
LDA #8dr, A SCARERY R R N — RY) @ Z AT, A o] PR B B4
AN N 2 RS AE ) B o IR ] B SR OO SN A B RS .

(2) % BERT & SFHF [A) & {87 F BERT AR 20 ) 99 Ak B 3R AT T RN 354
DL 2 BERT 15 M EFE A & . Transformer i 2s B nd, A &EE il £k
HER MU T BN SORIERE, B JE 4 ik Z E% S 20— LB s BURS 2
SE, AR B BT IR 22 WX 28 04T AR LR PE 28 (R AR ¥ R B in —IRBR 208, & A
A2 2B HFHER BERT 38 XL M ERE (EFHAEE, 2021).

(3) BERT-LDA FHE [ = ml A A BIBER AN . $fHE DL AR FE #2845 il 45
Tk, A SCARSRFIER IR, IXFh RS A M AR 208 E R, i BARE
HACEAT SR, Wk 4 Fios.

HEH R

> BEZSPERT «——

HRLDAEXFIERE

BIWK

HERERMA

WARE  HEBE EIHRE

#RBERTIEXHEE 2

K 4 BERT-LDA BAREE
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4.4 K-means KR KA ¥4k

51\ BERT #E SFRHIE I EXT LDA F B M 2T AME, BINEF 73RS

JE R SRR 2 F B e Re 71, FE T RAMZFEEARE, HimE
PHEERAELEAS BM DM S e B [ 25 5 5| 4R R 9 e RN 612 Tl . At
AT KH K-means B35, 8RB LIELE, FHIRDOCHER], DIRRRBIAI R 28
P HIE 3B . K-means Hyk 2 — Mool B % 2 7, EKGHEKEHEE.
2R DK IR B 91, AR LR B sk 0 R [E— 201, AT SEEIL A 1 3R 2

(Sinaga et al., 2020) . {ERFAT R ArEy, A @IS PEAN T8 7E1E SO B 1) ] 2%
WA EN A E, ZHEHHE K-means 841 K H. bt K EHKED
b, BRI R EE R 2 IR E S A, ERBEl AR sMEZ S, W
e KME, SRR GRML, BG5S, iz LEe
KA TR UMAP BRI 2 (A 3T ARGt T AL AL 3R, B 2 e 2 1
R REEER, BEWRER SR 380 T R, dEmm Ptk AR,
@A 3] APP IVEAN R AR A R o

4.5 ZET BRI ERERERRIE

BET 1 ] S RO R DP SCAR TSRV A& — PR FH 995 S 3 R 1 Sl Y e ok Ak 7y
ARG RBR HoR, EEAUTBER: 5 xR BRI E, OO R
A i AR B AL B AT AL, f A BEAT I R TSR, Tk, ARHE SR A
SnowNLP JE i) B 2R1E 5 AL B T H XS 3052 2] APP JE VP SCARBEAT IR IAT 7, 115
MRV ARG RS . 56, W KRR SOR I BAS 2 dEAT ge i A,
CISRIPUREAR BT I BT 20 A o 28U, AR 7 Bt SO0 2 1 1 T S e b A R AT
S e AR, B ORI R PE AT AT 2R

5. LI
5.1 HEEMR
AHIF 7 3% B ] S R A 22 BE B 1 6 1 S22 2] APP A SR STk BA R S

WSO ER SRR S F0E, BRI £ LAB APPY, “{ES IR/
SaNEEES SIESNEE L S ROV S B E B IR S

" YERE R HME (Curse of Dimensionality), MPRAGERHKME . 4EFEIHI, B3R E S X
Al - JIJRZ (Richard Bellman) 7E 20 42 50 SEACKRB A& MR HR o Pl o 0] 4
FE Q3G I0, i) B B AR RN, TH R A R SRS SR N, 84S ) AR
F3HECAALBE

G (Overfitting) FRENLASZ SIS, BAEIIZE0E FRIEE T 5%

%, SRR TINSREEE R RS RIS, SEUET. RIS REOE ERMAE, 21k
RE I ZIIMAR .
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B 3459 4w, @ N Lk aMER 17 356 TLRCCHR, w4433 3103 & A ROCA R 2244
Wi, IR AR NERLH T 58 BERT B2 15 5 BRARRE /1, Bl an$e THE L 7R TR A4y
SE APP ZFR. KEEH AR 5SS 7 T PR, 5L AR P o5 As B,
CURFEVS SO SEE LIV . R, MEZH P EHE T 17 3PS APP [
P REVE, 3t 10866 25 vEEE, K AR AR e B R H T R L4 o . 1X
e APP WG | 2R s 5 PR, BFEZEESES]. WlER, NFEPE,
RS HERM, B —ENTpREHmIIeE 2 et . ARFTEER 17 3KAE
P A SRR SThReR M E A — e RN, B RMIERAP B TR
(A AR IS AN S BVRRE . Firie APP 2 BRI i rh ST R se A /R, HoP R =
Z¥E, BRAFET EALE A (40 HELLOCHINESE TECHNOLOGY CO., LTD.),
A CHINEASY LTD.5¢ [H b BB (03 2 A7) IXEE N = B [ AERHE, FRAEM
FRA B EFACH R S S R, ARRNC . B . B, BIES A
Fi. BT APP ¥R Id 10S APP Store fERERZMHIX &L, ExaHE. EEH. H
Hh WM DA AR PS5 T2 X3, A e 1 ] SRR R A 3

R 2P APP WFEEEER
F5 W5 3] APP 4 FK HRE PR R
. . YIYANTECHNOLOGY
1 ChineseSkill CO., LTD. 3776
. HELLOCHINESE

2 HelloChinese TECHNOLOGY CO., LTD. 2902

3 PlecoChinese Dictionary PLECO INC. 1425

4 LearnChineseEasily CHINEASY 1038

) . .. TOUCHSCREEN

5 Scripts:LearnChinesewriting LEARNING LTD 642

6 Chineasy:LearnChineseeasily CHINEASY LTD 345

7 DuChinese—ReadMandarin SINAMON AB 195

8 ChineseParents LITTORAL GAMES 111

9 DailyChinese|Words&Idioms MOJAY, LLC 90

10 MandarinChinesebyNemo NEMO APPS LLC 83

11 LearnChinese-Mandarin BRAINSCAPE 79
SHANGHAI YUXUAN

12 HSKStudyandExam-SuperTest INFORMATION 76
TECHNOLOGY CO., LTD

13 DominoChinese ZIMAD 40

14 HanYou-ChineseDictionary Nomad Al OU 28

15 DotLanguages-LearnChinese / 17
KHANIJI SCHOOL DIGITAL

16 LearnChineseHSK1Chinesimple FACTORY SOCIEDAD 13
LIMITADA

. . HECTOR GONZALEZ
17 LearnChineseforBeginners LINAN 6
ait / 10866
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5.2 HiE AL

S T -GS T €0 BT R I VP SO S i T 36 RO IS R
T, MRS Son e A T — B AR, B el Al R S R e S
S SCRRAS . SRT, IR M BB G B BRI T S LR AR
AL, ATFFA LLM JFG AR AR, AP B T 38 LA B A % 0
VLR, SRR TR ARG BT R o o AR M SRR R UK,

EFACE BN 30 2] APP VPO, T RGMLM SR TS I8, S, %
BTERE PUIKEE R R TR RAT P R A, S0 203 S A B o (%5
WL A, A R D TE SR (3 . S, I G AT S o A
I, JERET BRSSO, SIE T AN BRI
e B SRS 1 N

5.3 XAERREFEEoHr

(1) PR R v 5 PR B R A o b R AR e e 32 B H i B W d e b, TR
FEAE RN, B A RE TR, AT A H L (OSSSE, 20160, SRTMBESE
AR, R MRS 2. R, ABFFUE AR R 4  EEGE N
6. WK S F:

"\
\

e

B 5 BERT-LDA A7 7R =) 32 R85 i) bR 2% 38 4k

(2) Umap REmHAL: EIid UMAP B a4 SOA [n) & [ 4 5 — 4 == R 9t
AT . G REIR, AR FE O B R SCASEAR 4 2 8] % 18 23 AT i BT 1) SR 2%
H AR R0 SN I, R G U s L ER . REE D B )R
BREE S, R I EA RAE SCEE, (HB AR R RS ST 6 A SRR W)
&, WK 6 Fras:

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching 34



SRITR, MR, RWE, HE H&T BERT-LDA HH1 3057 21 APP PRAFE b5 14 2 K S0 7

UMAP projection of the dataset

B 6 3T UMAP i1 — BB HAL

(3) W ZME: T BERT-LDA BURFHRAI G 6 T8, ifig/ £
FHIET 40 AT TR AT IULIRS, X e R R sE,
SRS 6 7/ R4 A R AP 7).

T g PP aiblske DB & ﬁ{mﬂ% b
EANTE s S 2 T G
I TR2 L b 56 I X S P
ke LR vA LR TR

(c)FE& 3

ff & )\‘4 .
RL e
AT P i
lfl"”ll‘%’:{%‘ ‘:*‘?ﬂj/”\w

-
ot

(e)F 5 (HFH 6
& 7 3% ] APP SRS E

(4) FEEEE: HFE 3(CFR)A %41, BERT-LDA TR AFRELK F 8N 6 1,
6 RT3 A2 AR 22 ) 5248 B vE 5 S RCR SR T B A 54t
X HH9EF Hae S XL “H P S5 5 MRS ST ITIR SR 24217,

5.4 T LLMs B& FEA 3 BRI SR AN

BT LLMs )% S8 T2 R B ROR PO A% O B B 2 1 3oR 25 51 2 AR
BREAR, IR B — BESCEEHLH P F] B & N > SRS AT TR IS IR A ESS
Ik 8(H IR . X ARSI B URIR A E X TR A . AL
RIFHrEE DB, Bl R st R T BRI SRR, JfEd e RS E
Ve M DR VP 10 Az i P B
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% 3 LS APP XA X ook 1

i T E

o ViR Uil B B WE. WL
U ZREPASKLET  wwm o gl s
O L e B SETE. HIfE. SR
{49 EML. &, HSK
TH. R, LA . . S
SE . .
L Weh. 2. TR, S, B
PHEFE . iR, B
Wi EhE. SrE. K. BT,
oM. B O 20
W2l k. W, dGE. S, W
. St V. b, ZIElE

2 5 2R 5 R AEN R
3 THASH 53X H.5)
4 5 B 5 ek
5 WP 255k SS

6 MALTUR HR A >)

Topic,

2 &2 R B B R B ®
)
Agenly Ageal Agenl Agent, Agent Ageal, Agenl Agent,
+ ’ ) +
opicV Topic; V Topic ¥ Tople, v Topie,V Tople,V Topie, v
pic Topse,V Topsc, ¥ Tepic, v Topic,V Togic,V Tapic, X
piCs Topic; Topac;V Topicy ¥ Topic,V TopicyV Topicy v
o lopic, Topic, Topic, = Topic,V Topic,x Topicx
Topic, e Topic,, lopic,, Topi Tops Topi J
| |
: Y
Topic,V

Topic,V
opic;V

5 |
Vote: Topic, x

| Topie, ¥

B8 LLM B —Z MR ZE Nk

(1) 2T LLMs BEEHRBRIGE S AWF7CE CTEM T LLMs ALH 13
A SRR, Wk 4 P . Bk, WIS L. BREAbEE . Rtk
W i a v SHEE USRI B S 5 7 MR . SO B R BRI T B
B, ZERAET 51 B RS B S 2R S U R OB R T 5. BlE
e G e #E ) 25 B 5 PR SR R SO SR I ORBREA] B RO 0 i R IR . 2R
VPO SRR TR, BN R RE ARG AR AR A A S O B R B AT HE R AR
e, HeRRBRBEACMER. B, FRRE ST BCRMEEEIS], L
B E AR GEAHE P IRAT AR, AUOR B S 2 BB o P98 R 11 =
TEM 3052 3] APP PR TR AR A B 2% AR & .
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RA4ET LLM K EBRFIRBEESEE

T={T1, T>...Ti}, FHEA T={Kj1, K, ..., Kin}» RIRFF

I TAS i NEE, BNFEEA o DNRER. R={A),

As, .., Ad}, FORFAIR, Ha MR BRI AL

C={I;, DL...ds}, Trn—BIFNIERIES .

TN RER 4, eR BN T8 T,eT, & SRA R

(2) HEEEPATREL  f(T)=K . o K CT; R REAR A\ 8 FIAH O S8R 52
PaN

T XL R AL g(K )= K[43 K”yeK 'y, H k€K™,

F1E ceCfifd k5 C TR X LR,

KT AR A B SCHEFAIEBE R h(4,)=S, 1

WS, 3% 5 — PP R bR A S S B R B R R T RS

MFEBES, HISIKLERERE T — 8 in g R0

GOy

B X vR,S)=F, Hh FcT, BT ER ek

R WHEFFSG R S={S). So,..., Sa},J8id L% B A A

BREARHE T R I, BRI R T A R A 1)

FBHE N AL R

e RONE, REREEMRREHER, H TS

322 2] APP VPN FEARI E AR A .

(1) EXE

(3) fifi iz N

(4 LG SHY

(5) GRS

(6) AT [T1, T>...Ti ]
(7) Hhgs R [T°7, T’...T"]]

(2) 2£F LLMs B8 Z A BORBIGERE: 3£ 5 s 1A A LLM BA AT iR
E XIS (Topicl % Topic6) ISCRFHNL. FF5 v R N 3 RUAE W N

LLM 7 RCGH],  FEREREAE Jyrh 302 2] APP PN HER IR R R A EERL, T W FoR

SCHFEERURERA HL & B OCHR ) F 8 VS AR R 2K R S L, I

FERJa AT G A BRAIHRCE SCRRA, W] B SO B R SR U DL

RSET LLM K& 58RR 3 SRR E
Topicl Topic2  Topic3 Topic4  Topic5 Topic6

Agentl v v v v X X
Agent2 v v v v X v
Agent3 v x v x x v
Agent4 v x v v v X
Agent5 x x v x v v
Agen6 v v x v X v
Agent7 v x v x x v
Agent8 v v v v X v
Agentg x v v x v v
Agentl0 v x v x x 4
B R R 80% 50% 80% 50% 30% 80%
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(3) VHhtEFR: NEMPEN R T BERT-LDA A 3 SRR, AWK
HTULR 3 NMFETels: BHER (Precision). B4 (Recall)5 F {H(F-measure), LA
TR P, RHF RoR . IXEEFEHRTS B AT 78 AN [ 4 52 3 A 7R TR il 3 R i) e
BRI TR o o Teomeer 72 it LLM & BB AL IEA 3R, Texrae 7R TR 25
T LLM & ZAE R R B EGR ) Y ) EECR, Toandara 718 % S0 4G ) 1 E R

( 1 ) P — TCOV}'E(,’[

extract

<2 ) R — TCO}"VEC[

’Izw.ga}gdard
(3) F=

P+R

(4) PSR AUFFRIEN XL T BERT-LDA %Y 54445 LDA 58 4E 3 i
HUES Etkae. MESRTTDLE BRI EEEHER, AR UL FE BN TEE,
SE T 16.07%. 33.3%LL K 27.96%. BERT-LDA AR 5 H ) 35 RS 5 58 hnis
BT ffER, A 1. 358 3 A 6 SEA R TR R U 3] APP YEIM FR R AR R .

AR 6 A FIR 3 U BN L 45 3R
i%ﬂi& Textract Teorrect T'standard ﬁ‘(ﬁ% ﬁ%% F {E‘
BERT-LDA 6 6 3 6 50% 50% 50%
LDA 3 3 1 6 33.3% 16.7%  22.04%

6. L] APP PG TEARMA AR R IR UE
6.1 2] APP iHETE A R R

T BERT-LDA B il K-means 525, [ iz A2 T LLMs B 3= R I3 BT
EXTC B AR 22 2] 532 BAR T8 2] SR SR a0« T R A S5+ X B3, “if
B RS LR P 25 5 IR SCHDTIR SR 5 2% 6 4> /i Je H
F BT TR, HFEET M 1. B3 AR 6, BRIAYNE SRR F
23] APP VPPANIRARA R . T ERFAITE SR, AHEFT A E 9 2 ) 3 R e &
FIPE fR bR R Cank 7 Fon), M HLEs 2 T A 29 B vE s 2y 5 3 A4 1
AT FER I NN E F AT AL IR . X P alibE $ds DR S ) 7 v BAR AR B 1 1
BEE R, (BRI RE S| NEIEREAA R L, B A0S Rl 42 2 7o 15 & KL L0 A el %2
PR ZEH B 5% R E 4L .
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H B

LT BERT-LDA ) 302 3] APP SN 1B ARk R BV

R 7 HIES] APP IR R

R U T L bR
g EATE R, LG
S, BILHE I EH ENARAT
: s G T, A TR
WHIES RPN, FOIER R
ey DR A (LT Tk
=R SEEE EENEN Sod R
N7y A\ gl N Y =
SRR GRPER) AR QZQ% E%ﬁﬁ@%ﬁﬁgg
 WEER LR A
AN ke RRaGh, ST
men BWR RS, HEEs
BRI (TR0 el WIWEE, JUR AR
R T T VS T T
STAGER BCLRRA, SRR

6.2 32 S] APP BB RS

(1) H3C22] APP JEVFSCARVE 0 A : WA SnowNLP XS #1305 5] APP [
FVFBHATIE BGOSR, BAEXT 17 3 S0E 3] APP IS BRI BEATIR N 00T, RIRRAR |
TEE PSR R S L. FET UL, AR 10866 25 FIR TG R, FF
i TR APP BIEIEAR 7, #EMAE HHSCE2] APP BARFE VS R A B oL, L

% 8,
% 8 PIXLH# ] APP HTRE AT 15
il LR =4
AR 17 J% 10132 4% 93.25%
H A 7 T 311 % 2.87%
TH AR 1 I 422 % 3.88%

(2) BT ERBGA I RS0 2] APP BVPSUARTHRE. . AL+ 17 iE A 0l
] R R R TR, DR EE B AT Y
R . 3£ LA HanYou-Chinese Dictionary APP 30 5 PF 1% B S 0 ARl g5 58,

B A, dE

RN,
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# 9 “HanYou - Chinese Dictionary” APP 37 55 & BRE 7

B TN BRES
1 R E R A, 92.11%
2 PURHSEF BRI T R SGRE R N RWARA . 82.48%
3 AR E S TR . smFERE S DOE 2 > 33 Fok A [E 95.71%

iz e
4 T VOZAPPH] DAL S — 28 [F] SCIA] A 5% 58 U FE 2 PE 4 24.69%
5  BMfEERARN, EVAREN K. 10.48%

SET VR B B S 0 A VE 5 1 I MBI J2 0 i M UL e B 0 e BP9
HERRT =0 3 53] APP AR T GO AT IR A AT, Wik 10 fron. 38
o, WTRLRN TR SRS IE &R, 9 APP JFRcE S ikt il IR
I 6 FH P A B R e g

% 10 TS APP EiFE RSB

XS] APP £ 8K APP ¥ PR E BRI E
Du Chinese — Read Mandarin 4.7 195 & 87.09%
Domino Chinese 4.6 40 %% 83.63%
Learn Chinese HSK1 47 13 % 92.22%
Chinesimple

Learn Chinese HSK1 Chinesimple 1 Du Chinese—Read Mandarin WK APP A3k
15 7 BGEHE STy, T H P S BB A B, SRR P APP 7R
BEETHRINRY; M2, Domino Chinese APP 1E W& IRE I AR AL 7
M —outt. (3) BT H 5] APP 2474 :  Chinese Parents APP {EFTik
M SCaE 3] APP PR iR, HAENA S P ARSS DL R 5 31 A5 U T W] REAFAE
WA FUEER T, KIiESE Chinese Parents APP /E NEGAUE L% >] APP $EAY
MR EEX R, WIS E AT PR, 94T e APP AR o A0
FURRHAEA IME R R BIE % . BRI 8 Rk 11 TOPR, R 1% APPAE
BAVEUYERE L 1 RSB R P SRR 100 o

7. W55
TR AME
(1) #ie oIk
B, WP BT EER R, @i %4 BERT-LDA A5 K-

means KRFIE, IF45& LLMs 1 EBHRA SR DU L, AU N & itE—R -
IR —A SR = HERESR N T RGTE IRIR A R (R 7). XA
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e 7N TR RERBh PP A RN AT, O E EAR SRR G IR 1R

/
(G

% 11 “Chinese parents” APP ¥ AL 4P 45 R
— R YERE TR EEIIME SRR 1HESAME
EERIE  86.25%
WILES 80.17%
B 32.74%
RS 62.67%
WHATR  52.25%
S 44.81%
TR 42.18%
TFEHE  56.44%
FEEE  65.47%
FAAA  75.22%
R 84.74%
FHAR  88.51%
Wr etk 90.27%
AEN. 65.41%

W HA 83.21%

JRED

o
o
il

WA (N
AT kA 47.71%

5 B 2K 50.03%

ARG CHPRLRD  ZEAAK 49.31%

kA 70.35%

SEF T A 86.65%

RRVHY (23RO
e

E

H 77.84%

B, VRN INERIE M. FEXF 10866 26 H A s vE G Bt B, AHt
FUIHIE T 25T SnowNLP 51/ B il B 25 & 1) J7 VL Re 8 e A e SRS i . 9 4,
HanYou-Chinese Dictionary APP 1L PR v s B G 2 7 0, Won 7 4ifik
FE 5 e de s 2 B S i BB . IXNBE BRVEA SR AL T3 5 S
.

F=, SN S BN B . 1E Chinese Parents APP ) % 4E A 45
R FH Pl Jiaidl (90.27%) »RILEBEIAAT, (X <HF A (32.74%) N
B AN o XA YE BT 22 7 2 T SIS TRAR AN SCEL T [m) B AR /K-, BB 5] R i 55
WA, NS RANEALE R SR T IS KT .

(2) SEEE X

By IRFBINEE S RIS . W TAMEZUNT S, AT R ] BN
FIF PR BERTE S5 e B Bilin, UMl 225 APP R )i il SCAE R
LIS IME, FIWrZ N R SIS T Y%, s B, ImiETt
U BRI B R

B, WRAHE RN KK T EEAS AR RS 5 T
93.25%), MG EEHE e PR T EAF APP AR D%, JFdid 2 44
g5 Canef5 BEEM A2 HARLS ) 8224 22 S R I LS o IR e BT AL
S ot R S22
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F=, RIEHEWESSNAHESTAA . PPNTHEZRAGE BT K E R
MR, R EAE SR EWNZ% . i, Du Chinese-Read Mandarin
F Learn Chinese HSK1 Chinesimple Pk APP 115 BIIE 73 1A 2] 87.09%F1 92.22%,
XM S, IXREAEA B T8 BRI AT 5, R 7 S Uk .

7.2 RIEEW

Ptk 58353 T BERT-LDA 9305 2] APP WM FaAn ik RIM , AMUAEHR
THESERIEAREANE, 3B S BRI LA R R SR AT 0 (V0 K SCRp A pese
WKE. ik, ASCNEREN. s, gt =R I A R4
ZANE

(1) B 4ia LLM 5 KEdE T, BOmal 0o R gt il )i
FEASF A SIS B, (£ APP B, RETAT B s A el 7185 51 4
JFEBG R B ik R B AR, A B 2 AR IR S Hr . R, ARORARALIE
AR B TE R SRS SO N A RS 5 D5 THOIRRIRN ST F Bkl i o

(2) FNAIE R, THDN BN 2L BT IR BT I IS, R PR F 4 IR KR
RIGAY . Hltn, Chinese Parents APP 1E< LA /Al SR 11 L VES WA,
A Re SN s I, AT PRE IR P AL . BOMAEERE APP I, WEEIKEEX
PN VY, T8k S 2 R v DR T B a1 3 B 7 2] RS

(3) ZatEREE. EHE M T, FOMRT A B 22 42 i U N o)
B ASKRHIPEANHEZE T N FEAA ORI UL, 805 [ PR R4 VB . IX AV
RAPIHPEARSEE, thEEFEN A BHIR A ] RF 8 FEATES [ HE) .

(4 AW RS TR R EFER AR 2 TS FEE, B
JEIL T BACAC BRI ), R Z 20E R L K IR T T ARA SO AR R
“ NHLEH [E]”(Human-Al Collaboration) VR S, A 78 504 3K 80 vk 5 48R
VLGS B BN, AT UAENLER YD AR B U FR AR LS, TN B SC30E Sk
PR FM— L ZUMBAT Z R W BIESKE, XHLES ] BEAF L R 22 AT R,
XTEPR I E AR A FAT A . XFhRG T HET B S B REENER, GEME
BRI 4 T AR A R B 5L ERIVEIN R R

8. &%

AW FiiEIL 84 BERT-LDA #7805 LLMs, MYURFEFME T —ERE 1o
2] APP PP dabnfl &, TWEERE, MBI ESEH P BEE RN, WAL T
R IA RIS . B 7R B BERT-LDA #8455 T LLMs 51 S AR 6e
RFAGE SRV 57, REAROEZ M. S oCaE>] APP PHIH R bnil &
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H B 5 HTIGAE 12K RAERE AE S P AR50 5 2 ) BT T A SE A 5 R 27
VEo RRBEFERIE — BIR RN A R B35 BRG], @G 5 2 4R i
B, IEInamxt Sl 2 SAC BN UK SGuE,  DAHES AN fE . 4t i [ B v 303
BT BRI AR

Bl A SCZEE A SR S AT S BRI H < PR SR B R IR A B
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