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摘要：本研究以日本的大学初级汉语课堂的两段教学录音为样本，

利用我们自主开发的语音可视化应用 Voice-to-Text App 进行分析。结

果显示，该应用在处理中日语码混合的课堂录音时，具有较高的转写

准确率与操作便利性，能迅速识别课堂中的 L2（汉语）使用比例。

与传统的课堂语言行为评估框架相比，该系统在效率、可操作性与教

师自主分析能力方面均表现出显著优势。在此基础上，研究将 APP

生成的数据结合两种类型的提示词（prompt），输入 ChatGPT，由生

成式 AI提供课堂改进建议，以探讨 AI 在汉语课堂设计中的潜在优势

与应用局限。结果发现，AI 能够在语言形式重组与表层推理层面提

出较为合理的课堂优化方案，但由于缺乏深层认知能力与创新语法概

念的生成能力，难以提出具有启发性的教学设计。 

 

Abstract: This study investigates the optimization of beginner-level 

Chinese language classrooms in Japan through a data-driven approach that 

integrates speech visualization and generative AI. Classroom recordings 

were analyzed using a self-developed voice-to-text app, which 

automatically transcribes classroom recordings of mixed Chinese-Japanese 

classroom discourse and then visualizes the proportion of L2 (Chinese) use. 

The app demonstrates high transcription accuracy and operational 

convenience, offering significant advantages in efficiency, usability, and 

teacher autonomy compared with traditional classroom language analysis 

frameworks. Based on the app-generated data and two types of instructional 

prompts, ChatGPT was used to generate feedback and suggestions for 

classroom improvement, in order to explore how AI could be applied in 

Chinese language class design and identifying its limitations. The findings 

reveal that while AI can effectively propose revisions at the linguistic and 

surface-level reasoning stages, it lacks deeper cognitive and creative 

capacities necessary for generating pedagogically insightful designs.  
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1. 引言 

 

1.1 研究目的与背景 

 

经济合作与发展组织（OECD）在 Learning Compass 2030 中提出以“学习者能

动性（student agency）”为核心的教育理念，主张学习是学习者主动建构意义的过

程，而非被动接受知识。知识与技能被重新界定为 “认识论知识（ epistemic 

knowledge）”，即学习者能理解、反思并应用的能力（OECD，2019 a；OECD， 

2019 b）。该框架促使教育从“知识传递”转向“能力建构”，强调学习过程的动态性

与反思性。 

 

然而，日本的大学第二外语教学仍主要采用以语法大纲为中心的“知识传递型

教学”模式。课堂通常由教师主导，学生缺乏使用目标语的机会。受笔试评价体系

的影响，教学往往重形式而轻意义，第一语言使用比例偏高，导致学习动机与成效

均不理想。近年来，日本文部科学省的多次问卷调查结果1显示，超过半数的大学

生对外语学习成效持否定态度，由此引发了对学习意义与教学方法的持续质疑（文

部科学省，2020；2022；2023）。 

 

本研究开发了一款语音可视化应用 ——Voice-to-Text App（以下简称 APP），

可自动转写课堂语音并可视化呈现 L1/L2 的使用比例，从而帮助教师进行课堂语言

使用的自我诊断与反思。此外，将 APP生成的结果输入生成式 AI，由 AI对课堂互

动进行分析并提出改进建议，使教师借助数据驱动的外部反馈，实现持续的自我省

察与教学重构。 

 

本文第二节介绍 APP 的功能，第三节展示课堂应用效果，第四节探讨与 AI 结

合的可行性，第五节总结研究结果。 

 

  

 
1 该调查的有效回答率不足一成，样本代表性相对有限，但调查对象覆盖了日本全国范围

内的国公立与私立大学及短期大学的学生。由于该调查由国家教育机构组织实施，其结果

具有较高的权威性，因而可能会对今后的外语教育政策产生一定影响。 
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1.2 传统课堂语言行为评估框架及其局限 

 

为改进外语课堂教学而广泛采用的分析框架主要包括：FLINT（Foreign 

Language Interaction ： Moskowitz, 1971 ） 、 FOCUS （ Foci for Observing 

Communications Used in Settings：Fanselow, 1977）、和 COLT（Communicative 

Orientation for Language Teaching：Spada & Fröhlich, 1995）等。这些框架通过系统

分析课堂语言行为，帮助外语教师进行自我诊断、改进教学策略，并为教师培训提

供参考。 

 

然而，欧美开发的课堂分析系统多以交际导向型课堂为前提（Patsy & Spada,  

2021），在以读写活动为主的日本外语课堂中，其适用性仍受限制（飯野厚，2009；

飯窪真也等，2020）。此外，传统的课堂分析框架通常要求对整节课堂进行录像与

转写，并依据预设类别进行人工编码。此过程不仅耗时费力，还需要一定的专业知

识，因而难以实现实时分析。例如，COLT 原版包含 13 个主要类别及 40 余个子类

别（Spada & Fröhlich, 1995）；FLINT 系统则以 15 个功能类别评估教师语言与反馈

的教育功能（Moskowitz, 1971）。尽管这些框架结构严谨，但因分析成本过高，仍

难在教师与研究者群体中被广泛推广（Pellerin et al., 2024）。作为数字化应对方案，

Mobile COLT 等工具相继出现（石塚博規等，2021）。然而，此类工具仍依赖专业

分析与大量时间投入，难以满足日常教学改进需求。因此，亟需开发能有效降低分

析负担、使教师便捷且实时获取课堂分析结果的新型工具。 

 

 

2. APP 的开发目的与历程 

 

近年来，自动语音识别（Automatic Speech Recognition，ASR）技术的进步显

著降低了语音转写的成本与时间，为缓解上述问题提供了新的契机。 

 

Ferraro et al.（2023）采用单词错误率（WER：word error rate2）评估了多种开

源 ASR 工具（如 Mozilla DeepSpeech3、Conformer4、HuBERT5、SpeechBrain6、

WhisperX7、SpeechStew8）与商业 ASR 服务（如 Amazon Transcribe9、Microsoft 

 
2 WER 衡量的是模型转录错误的单词占参考文本总单词数的百分比，详见 Ferraro et al. 

(2023): “[T]he metric measures the percentage of words that are incorrectly transcribed by the 

model relative to the total number of words in the reference transcript”。 
3 工具信息详见：https://github.com/mozilla/DeepSpeech。 
4 工具信息详见：https://github.com/sooftware/conformer。 
5 工具信息详见：https://github.com/facebookresearch/fairseq/tree/main/examples/hubert。 
6 工具信息详见：https://speechbrain.github.io/。 
7 工具信息详见：https://github.com/m-bain/whisperX。 
8 论文参考：https://doi.org/10.48550/arXiv.2104.02133。该工具目前尚未公开官方代码。 

9 https://aws.amazon.com/transcribe/。 
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Azure Speech to Text10、Google Cloud Speech API11、IBM Watson Speech to Text12）

在七个常用数据集上的语音转文本的性能，其结果表明，在大多数评测数据集上

（包括 LibriSpeech，CommonVoice，WSJ和 CHiME），开源 ASR工具的表现优于

商业 ASR 服务13。 

 

商用 ASR 服务通常采用按处理分钟数计费或按需付费的定价模式，长期或大

规模使用会产生较高的经济成本，且个性化定制能力有限。而开源 ASR 工具通常

可供用户免费使用、成本低，并支持个性化定制和本地部署。其中，以 Whisper 为

代表的开源 ASR 模型不仅支持多语种识别与翻译，还能自动检测语种并生成带时

间戳（timestamp）的转写文本，在准确率和跨语言性能上已超越了大部分商用

ASR 服务。该模型以 30 秒音频片段为单位进行训练，其长音频转写策略是通过对

连续 30 秒的音频片段进行逐段转录，并结合模型预测的时间戳信息进行窗口平移，

从而实现对长音频的高效转写（Radford et al., 2023）。鉴于日本汉语课堂录音语料

中频繁出现中日语码切换，以及课堂语言分析的实际需求，本研究最终选择 

Whisper 作为核心语音转写模型，并将其集成至自主开发的 APP 中。 

 

2.1 针对多语码转换的自动语音识别模型  

 

语码转换（Code-switching，CS）是指在同一段话语中交替使用两种或两种以

上语言的现象（Mustafa et al., 2022）。近年来，在外语教育中，学者们将学习者母

语（L1）的语码转换（CS）视为教师互动的资源，并对其有效性进行评价

（Macaro, 2009；Myers, 2002）。但日本的汉语课堂过度依赖母语（L1），从而导

致提升（L2）语言运用能力的教学目标难以实现（砂岡和子等，2023a），即便是

在英语课堂中，这一问题依然存在（田崎敦子，2006）。另外，多语码转换仍然对

识别的准确率构成挑战，并且后续的编码环节仍存在较高的技术门槛（砂岡和子 & 

徐勤，2023b）。 

 

Whisper 是 OpenAI 于 2022 年 9 月发布的多语言自动语音识别（ASR）模型，

提供 tiny、base、small、medium、large 五种规模。模型规模越大，识别精度越高，

计算资源与处理时间的需求也相应增加。此后，OpenAI 于 2022 年 12 月推出 large-

v2，并在 2023 年 11 月发布性能进一步提升的 large-v3。徐勤 & 砂岡和子（2024）

将 large-v3 与 “Pyannote.audio”14 的话者分离功能结合，成功应用于包含中日语

码转换的汉语课堂录音，实现了文本转写与说话人区分，为多语码课堂的语音数据

分析提供了有价值的范式。 

 

 
10 https://azure.microsoft.com/en-us/products/cognitive-services/speech-to-text/。 
11 https://cloud.google.com/speech-to-text。 
12 https://www.ibm.com/cloud/watson-speech-to-text。 
13 详见 Ferraro et al. (2023): “[O]ur analysis also highlights that open-source solutions outperform 

paid services for most datasets, including LibriSpeech, CommonVoice, WSJ, and CHiME.” 
14可参考项目主页: https://pyannote.github.io/pyannote-audio/ 



徐勤, 砂冈和子                                                                                                数据驱动的初级汉语课堂优化研究 

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching                       5 

2024 年 10 月，OpenAI 又发布了 large-v3 的优化版本——Whisper large-v3-

turbo（以下简称 “turbo”）。与 large-v3 相比，turbo 在识别精度略有下降的同时显

著提升了转录速度15。在此基础上，砂岡和子 & 徐勤（2025）开发了基于 Whisper 

多版本（tiny、base、small、medium、large-v2、large-v3、turbo）的语音转写 Web 

应用——APP16（见图 1） 。该应用基于 Python 与 Flask 构建，支持音频上传、多

模型选择与时间戳转写，并集成 Matplotlib 进行可视化处理，可自动统计并展示课

堂中汉语（L2）与日语（L1）以及教师授课时偶尔出现的英语的使用比例（见图 3，

图 4），结果可供用户下载并自动保存为 Word 文档。 

 

 
图 1 Voice-to-Text APP 的页面 

 

 

3. 基于可视化分析的课堂流程优化研究 

 

3.1. 通过 APP 实现课堂发话的可视化 

 

与传统外语课堂观察工具相比，该系统在自动化与效率上具有显著优势。仅需

数秒即可将发话音频转写为文本，识别精度可达 90% 以上（徐勤＆砂岡和子，

2024；砂岡和子＆徐勤，2025）。其操作无需编程能力与专业知识，也无需对外公

开教学内容，即可实现近实时的课堂自我诊断，在保障隐私与降低技术门槛的前提

 
15可参考 large-v3-turbo 的测评结果：https://medium.com/@bnjmn_marie/whisper-large-v3-

turbo-as-good-as-large-v2-but-6x-faster-97f0803fa933。 
16 该 APP 目前仍处于测试阶段，目前公开测试版可通过以下网址访问：https://voice-to-

text.chineselinguistics.com/。后续功能及界面尚有进一步调整与完善的可能。 
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下，减轻教师与学生的认知负荷，并支持教师开展自主、持续且常态化的课堂分析

与教学改进。 

 

若依托 FLINT 系统把时长 60 分钟的课程进行分析，则需要一名具备中日双语

能力的研究助理耗时约 4 个月、累计工作时间超过 300 小时（曲明＆砂岡和子，

2024）。图 2 展示了基于 FLINT 分类框架，对 2022 年 1 月 11 日于日本某大学开设

的一年级初修汉语课程（以下简称 [2022课堂]）的片段进行人工分析的结果（原始

音频 0:34:10–0:37:07，约 3 分钟）。尽管人工转写在精确度上或许优于自动转写，

但其所需时间至少为自动转写的二十倍，分析成本极高。相比之下，本研究开发的

APP无需外部协助，教师即可在课堂结束后即时生成并查看分析结果，在效率、可

操作性及教师自主性方面均具有显著优势。此外，APP 具备自动区分母语（L1）

与目标语（L2）的功能，其性能明显优于 FLINT 和 COLT 系统。 

 

 
图 2 FLINT 分析例17（部分） 

 

下文选取[2022 课堂]中的一个发话片段（实例 1，简称[2022 课堂]），以及另

一所日本的大学汉语课堂发话片段（实例 2，简称[2025 课堂]），将二者导入 APP

进行分析18。 

 

3.2. 实例 1：[2022 课堂]发话内容的语音转写 

 

实例 1 为[2022 课堂]中，教师总结当日语法重点的片段。APP 将原始音频

（00:52:01-00:52:35，共 34 秒）按时间戳（如图３ Transcription with timestamps）

 
17 “行为分类”系指事先设定的发话类别。[321] 等编号为分析者对各类别所赋予的编号。

“参与方式”：由于之一堂课为混合授课形式，故区分为“线上（远程参与）”与“线下

（课堂参与）”。 
18  截至 2025年 11月 5日，目前的 APP 测试版每次可处理的音频文件上限约为 2 分钟，

因此在分析前需对原始录音进行剪辑。 

開始 結束 経過時間 時長 行為分類 發言人 參與方式 轉寫文本

0:34:10 0:36:36 0:02:26 146 321 教師 線上＋線下

はい、これは理解しやすいところだと思いますけれども、「誰々がどこどこにいる」「何何がどこにある」という文です

ので、主語は人間、もしくは物になりますよね。それから、後ろは在です。で、これから後ろは場所がきます、場所は

地名のときもあれば、名詞が場所として使われることもあります。＠＠＠とか＠＠とかは地名ですよね、(中略) 名詞は

場所として使うとき、先も簡単に説明しましたんですけれども、桌子は本来では、机で、物の名前ですけれども、これ

は場所として使われる時は、上もしくは裡どれか一つね、(中略) 中国語は、書くときは、名詞が場所として使われる

時、この名詞の後ろに上もしくは裡をつける必要があります。ここは覚えてくださいね。で、これを、復習する、復習

というか、これさらに確認するために、一番下に、「名詞の場所化」と言うところがあるので、こういうように使えま

すよ。フレーズ、名詞と裡、名詞と上、一緒に使う例があげられています。

0:36:36 0:36:42 0:00:06 6 311 教師 線上＋線下 では、じゃあ、一人一個づつね。まず、「冷蔵庫の中」を読んでください。

0:36:42 0:36:45 0:00:03 3 310 教師 線上＋線下 山本 大郎 !

0:36:45 0:36:48 0:00:03 3 314 教師 線上＋線下 沉默 (老師等待學生回覆的時間)

0:36:48 0:36:52 0:00:04 4 310 教師 線上＋線下 山本 さんいますか。いないようで

0:36:52 0:36:55 0:00:03 3 310 教師 線上 いないようで、鈴木和夫。

0:36:55 0:36:58 0:00:03 3 330 學生* 線上 はい。

0:36:57 0:37:00 0:00:03 3 310 教師 線上 山本さん、山本さんね

0:37:00 0:37:03 0:00:03 3 311 教師 線上 はい、「冷蔵庫の中」を読んで欲しい。

0:37:03 0:37:06 0:00:03 3 330 學生** 線上 冰箱裡。

0:37:06 0:37:07 0:00:01 1 313 教師 線上 非常 好ね，冰箱裡ね。
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自动转写为文字，并展示课堂中的语种使用比例（Language Ratios）。ASR 技术将

课堂中的发话细节真实地转写为文字。虽然极短的语气词有时可能被忽略，但整体

上几乎所有语音内容都得到了准确转写。 

 

 
图 3 实例 1[2022 课堂]转写部分（带时间戳） 

 
表 1  实例 1 的人工校对（不带时间戳） 

今日は第 9 課を勉強しまして、ええと、第 9 課のポイントは、ええ、誰々がど

こどこにいる、何々がどこどこにある。このような文を作るときは、名詞の場

所化を注意してほしい。そして、书包は名詞なんですけど、場所として使われ

るときは、里を、もしくは上、どこどこの中、どこどこの上、里、もしくは上

をつける必要がある。ここを注意してくださいね。あとは、ええ、今日新たに

指示代名詞のここ、あそこどこという指示代名詞を勉強した。 

注：带下划线的文字为 APP 转写错误或遗漏部分。灰色底纹的黑体字为中文（下同）。  

 
表 2  实例 1 文本的中译 

今天我们学习了第 9 课。嗯，这一课的重点是，嗯，表示“谁在某处”“什么东西

在某处”的句型。造这种句子时，要注意名词的“场所化”。比如，“书包”是名

词，当它表示场所时，需要加上“里”或“上” ，“在某处里” “在某处上” 。 要加上

“里”或“上” 。请大家注意这一点。另外，嗯，今天还学习了新的指示代词——

“这里”“那里”“哪里”等用法。 

 

结果显示，该段授课语言几乎全部为日语。APP 检测的语种比例为：日语

（L1）100%，汉语（L2）及英语均为 0%（见图 3）。实际上，该片段中包含 5 个
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汉语词语（见表 1 与表 2 中带底纹的黑体字），真实的汉语（L2）使用比例约为

3%。这是因为 Whisper 在处理句内语码转换（code-switching）时的识别效果不理

想，常将句中嵌入的外语误判为整句的主要语种，从而导致 L2 使用比例被低估。

例如，在表 1 中，日语语境中的汉语词语“そして、书包は名詞なんですけど”被误

识为“そして、初版は名詞なんですけど”（文中下划线部分为笔者标示的识别错误，

下同）；汉语“里”“上”分别被转写为日语读音相近的平假名“り”“さん”。此外，即

便是日语部分，涉及专业术语时也容易出错，如“場所化”“指示代名詞”分别被误识

为“場所から”“七代名詞”。 

 

语码转换不仅可能导致机器识别错误，也可能对人类的听辨与理解造成干扰

（Xiao & Park, 2021；Amrate & Tsai, 2025）。因此，外语教师在课堂中进行语码转

换时应有策略，同时应尽量避免使用过多高难度术语，可将其转化为更易理解的表

达，以确保学生能够真正听懂并理解课堂的内容。虽然 APP 的语音识别存在一定

误差，但能即时将语种比例可视化，这为教师检查语言使用比例、调整语码转换策

略提供了依据。APP 自动生成的时间戳不仅呈现语料的时间分布，还可用于分析

教师发话的节奏与密度。例如，在实例 1 中，单句话语的最长持续时间约 13 秒，

最短为 1.08 秒（图 3），这表明教师发话单位较短、语速较快，整体节奏紧凑。在

此之前，教师已就“名词的处所化”进行了约 146 秒的讲解（见图 2 第一行），随后

点名 9 名学生依次朗读课文例句并检查发音（图 3 展示了其中两名学生的互动）。

其中 3 名学生未作答，实际仅 6 名学生各朗读一句，平均每句约 20 秒，其余学生

仅处于聆听状态，缺乏发言机会，也失去了与教师进行意义协商的契机。[2022 课

堂]的其他片段亦呈现类似情况。 

 

总体来看，该课堂以教师讲解为主，虽有师生问答环节，但多停留在知识再现

层面，缺乏交际性互动（图 2）。FLINT 分析结果进一步验证了这一倾向（曲明＆

砂岡和子，2024）： 

 

（A）教学主导性强——教师发话次数占总量的 58%，时长占 67%，均高于学

生的 42% 与 33%。 

 

（B）缺乏支持学生主体性的发话——直接性发话（如指示、说明、订正）显

著多于间接性发话（如提问、称赞、鼓励、重述改正），在次数和时长上分别高出

约 28% 与 50%。 

 

值得注意的是，无论是 FLINT 还是 APP，均只能在定量层面揭示课堂结构性

问题，尚无法提供如何重构互动或激发学生能动性的具体策略。即便如此，教师仍

可依据这些分析结果回顾自身教学行为，检查课堂互动状况，并据此调整策略，以

促进教学改进与质量提升。 
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3.3. 实例 2：[2025 课堂]发话内容的语音转写 

 

实例 2 取自日本的一位大学汉语教师（母语为汉语）于 2025 年 9 月 27 日为初

级学习者进行的约 15 分钟模拟课堂片段，主题为讲解“是……的”句式。APP 自动

转写了其中约 1 分 32 秒的片段，结果显示课堂语种比例为：L2（中文）42.18%，

L1（日语）57.45%， 英语 0.36%（见图 4）。整体来看，[2025 课堂] 的教师在讲解

中注重意义协商，并设计了使学生能够在真实语境中操练的语言活动（见表 3），

因此目标语（汉语）的使用比例相对较高。尽管模拟课堂中没有学生互动环节，但

讲解流畅、结构清晰。然而，教学内容仍主要停留在“是……的”句式的知识再现阶

段，缺乏引导学生将语法形式与交际情境相结合的教学设计。 

 

 
图 4 实例 2 [2025 课堂] （带时间戳） 

 
表 3 实例 2 的人工校对（不带时间戳） 

まず時間について質問したり説明します。共通認識。まず老师去東京了とい

う共通認識がありました。そしたらいつ行ったと。——你是什么时候去的東

京。でそして答えも同じく是的構文使いますので。——我是昨天去的東京。

次は方式について。共通認識は老师去東京了。でそしてどうやって言った? 

——你是怎么去的東京。我是坐新幹線去的東京。OK。次は条件。今回の条件

は同校者について。共通認識。——老师去東京了。誰と言った? —— 你是和

谁一起去的東京。答えは我是和朋友一起去的東京。で次は場所について。共

通認識は。——老师買了東京香蕉。先ほど皆さんの教室で。お土産あります

よって。——老师買了東京香蕉。じゃあどこで買った? 。——東京香蕉是在

哪買的?  東京駅ですね。——東京香蕉是在東京站买的。 
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表 4  实例 2 文本的中译 

首先，我来提问或说明“时间”这一部分的内容。这里有一个共通认知：老师去

了东京。于是我们可以问——“什么时候去的？”——你是什么时候去的东京？

那么，回答时同样使用“是……的”句式，比如：我是昨天去的东京。接下来是

“方式”。共通认知仍然是“老师去了东京”。那么，可以问“怎么去的？”——你

是怎么去的东京？回答：我是坐新干线去的东京。然后是“条件”。这次的条件

是“同行者”。共通认知仍是“老师去了东京”。于是可以问“和谁去的？”——你

是和谁一起去的东京？回答：我是和朋友一起去的东京。那么，接下来是关于

“地点”的部分。共同认识是：老师买了东京香蕉。刚才在大家的教室里，我说

“有礼物啊”，——老师买了东京香蕉。那，在哪里买的呢？ 东京香蕉是在东京

哪里买的？——在东京站。——东京香蕉是在东京站买的。 

 

对于以日语为母语的学习者而言，“是……的”句式以及实例 1 中出现的“处所

名词”等结构，均属于新的语法概念（王亚新，2021；Pan & Liu, 2023）。若仅依赖

形式性讲解与 “共通认知 ”“处所化 ”等抽象术语，难以实现 “可理解性输入

（comprehensible input）”。部分以中文为母语的教师未能充分利用日语这一学习

者的母语资源进行对比，导致学习者难以从语境中理解并认同“汉语母语者为何常

用这些句式”，从而缺乏意义建构的动机。 

 

这种依循教材进度、以知识传授为中心的授课模式，在其他课堂中亦屡见不鲜。

如何避免陷入此类“惯性化教学”的盲点，仍有赖于教师的省察与反思能力（白水始

等，2021）。目前，APP 虽能在定量层面揭示教学问题，但尚无法提供具体的课

堂改进策略。为弥补这一不足，本研究进一步尝试借助生成式人工智能，自动生成

课程优化建议，以探讨其在汉语课堂设计中的潜在优势与应用局限。 

 

 

4. 生成式 AI 辅助课堂改进的效能评估 

 

生成式人工智能通过分析海量文本的规律，基于上下文预测最合适的下一个词

语或表达，从而生成回答。因此，许多面向第二语言习得的语言学习应用程序及提

示词设计，均依托 AI 算法的优势，涵盖了翻译与摘要、误用检测、文本补全、习

得难度预测等多种功能（Shan et al., 2024；连维琛等，2024）。在本研究中，我们

对 ChatGPT 的期待并不限于这些表层的语言输出功能，而是希望其能够提供关于

教学方法与课堂设计的启发性建议。 

 

已有研究指出，明确且精确的提示（prompts）能够显著提升 AI 输出的针对性

与质量（Poole & Coss, 2024）。然而，要实现课堂改进指令的明确化，教师需对自

身的教学过程具有深入的理解、评估与调适能力，并能够将这种元认知觉察进行语

言化与概念化（Mizumoto，2023）。本研究利用 AI 的目的，主要在于协助非语言

教育专业背景的教师反思并诊断其教学实践。考虑到部分教师难以自行提出教学改

进的关键词，我们设计了两种类型的提示词：（A）开放式提示与（B）结构化提

示。（A）类提示词根据前述 FLINT [2022 课堂] 分析中揭示的两大问题——即“如
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何促进学生更具主体性、积极参与与互动”——进行探索性设计。（B）类提示词

则要求根据具体条件（据情况可增减条件项）提出相应的教学改进方案。两类提示

词均要求提升课堂中的汉语使用比例，具体提示内容见表 5。带波浪下划线的部分

为作者有意强调的重点，“//”符号之后所附的课堂文本为未经修改、未校正的 APP 

自动转写原文，便于授课教师直接使用。正如后文所示，AI 已对其中的转写错误

部分进行了基本修正。 

 
表 5 提示类型与具体提示示例19 

提示类型 具体提示例 生成结果号码 

（A） 

开放式提示 

以下是一位汉语教师在课堂上讲解（如处所词

组／“是……的”句式；根据本课内容填写）语

法点时的一段课堂发话文本。将其改写为能够

促使学生发挥主体性并积极参与互动的课堂形

式。同时将课堂中汉语的使用比例控制在 30%

至 40%之间。//（此处附上该课堂的 APP 转写

文本） 

[实例 1（A）-

1] 

[2022 课堂] 

[实例 2（A）-

2] 

[2025 课堂] 

（B） 

结构化提示 

以下是一位汉语教师在课堂上讲解（如处所词

组／“是⋯的”句；根据本课内容填写）语法点

时的一段课堂发话文本。依据下列四项条件提

出教学改进方案：1）引导学生通过母语（日

语）的比较来深化汉语语法理解；2）避免使

用抽象术语，确保输入内容易于理解；3）鉴

于学生处于初级水平，课堂练习宜以简短回答

或选项反应为主；4）将课堂中汉语的使用比

例控制在 30%至 40%之间。//（此处附上该课

堂的 APP 转写文本） 

[实例 1（B）-

1] 

[2022 课堂] 

 

[实例 2（B）-

2] 

[2025 课堂] 

          

        （A）类提示要求 AI 分别将 [2022 课堂] 与 [2025 课堂]  改写为师生互动更频

繁、汉语使用率更高的课堂脚本，整体难度较低。（B）类提示较（A）类多出三

个条件，内容更具体、更严密。以下将展示在（A）与（B）两种不同提示词条件

下所得回应的主要特点，并对比两种提示条件下的输出结果，以检验  AI 生成建议

的适切性与启发性。鉴于生成式 AI 在多次运行中可能产生不同的输出结果，本文

选取了 ChatGPT 5.0 于 2025 年 9 月 15 日至 10 月 26 日期间生成的数十个版本中的

若干示例进行呈现与分析。本次提示词与回答均以汉语进行；若提示词改为日语或

英语等其他语言，ChatGPT 亦可生成结构基本一致的结果。 

 
19 尽管指令中要求中文使用比例保持在整体约三成。因 GPT 无法进行精确的数值计算，

有时会超过三成。 
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4.1 AI 生成能力评估 

 

总体而言，无论是（A）类提示还是（B）类提示，AI 在改进课堂设计方面均

展现出一定优势，不仅能提供多维度的互动模式，还能够提出较为适切的语言使用

比例方案。相较之下，AI 在语法讲解的生成方面仍显不足，往往仅对输入的提示

内容进行表层重组，或提供来自网络检索的简短句例。这些句子既缺乏真实交际语

境，也难以体现语法功能的深层关系（陶红印，2025）。AI 在教学改进建议中未

能展现出具有启发性的教学构想，也难以生成新的潜在概念，甚至偶有错误出现。

下面将分别介绍并分析 AI 方案的检验结果。以波形框标示的 ChatGPT 方案， 除对

前后说明部分及个别换行位置进行了适度调整外，其余内容均与原文保持一致。 

 

4.1.1 AI 辅助课堂设计的效能 

 

经过多次检验后，从下列[实例 1（A）-1]【A】【B】与[实例 2（A）-2]【C】

的结果可见，ChatGPT 除语法讲解部分外，均能持续生成符合提示要求的方案。具

体而言，【A】通过看图说话、全班齐读，【B】以小游戏活动，【C】则以伙伴

互问等方式，均被改写为增强课堂互动的教学脚本。与原课堂几乎完全由教师单向

讲授的情况相比，这些改写有效提升了学生的课堂参与度与教学效果。值得注意的

是，教学改进示意均为 ChatGPT 自动生成的描述，可见 AI 具备提出课堂改进方案

的能力。 

 

【A】[实例 1（A）-1]通过看图说话、问答、全班齐读等方式，增强了师生间

的互动。 

 

教师：大家好！今天我们学习第九课。今天的重点是——“谁在哪儿”“什么在

哪儿”。（黑板书写：谁在哪儿？什么在哪儿？）请看图片。（展示教室图

片）这是谁？——对，是老师。老师在哪儿？（指向学生）小李，你说说

看。 

学生 A：老师在教室里。 

教师：很好！“老师在教室里。”——对不对？（全班回应）那，“书”呢？“书

在哪儿？” 

学生 B：书在桌子上。 

教师：非常好！大家一起来说：“书在桌子上。” 

（全班齐读） 

 

【B】[实例 1（A）-1]以小游戏提高学生的反应速度，增强课堂互动。 

【练习活动】 

教师：现在我们玩一个小游戏——“找一找”。 

我说一个东西，你们说它在哪儿。比如——“铅笔”在哪儿？ 

（学生环视图片或实物，回答） 

学生 C：铅笔在书包里！ 

教师：很好！那，“手机”呢？ 
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学生 D：手机在老师的手上！        

教师：哈哈，对！非常好！ 

 

【C】[实例 2（A）-2]用图片提示、学生间互问等形式，提升学生的课堂参与

度。 

教师:现在换一个问题。还是“老师去东京了”。那，怎么去的？（提示用图片

或实物）大家问我吧！ 

学生:老师，您是怎么去的东京？ 

教师:很好！我是坐新干线去的东京。那你呢？ 

（学生间互问）“你是怎么去的东京？”——“我是坐飞机去的。” 

（教师小结）    “是……的”也可以强调方式。 

 

4.1.2 AI 能把握语言使用比例 

 

无论是（A）类还是（B）类提示，ChatGPT 从生成的教学示例均将汉语使用

比例控制在 35～40% 之间，且兼顾了可理解性与实践性。可见，AI 在设计外语教

学方案时，能够较好地掌握语言使用比例的适切性，并能主动提供教师课堂常用语。

尽管部分语句（如“谁在桌子上？”参见【D】）并非常用句，但在维持汉语使用比

例、不增加课堂难度方面，仍具有实用价值。 

 

【D】[实例 1（B）-1] 改进要点：教师讲解或规则说明使用日语（60〜70%）；

教师的提问、提示和练习指令使用汉语（30〜40%）；学生的回答以汉语短句为主。

语言分配示例如下： 

 

教学环节 教师主要语言 汉语比率 

导入・比较 日语＋汉语例句 約 30% 

示范讲解 汉语 約 40% 

练习活动 教师问答・学生短答（汉语） 約 40% 

总结・回顾 日语 約 30% 

教师用的固定句（保持汉语比率而不增加难度）： 

“请看——”“谁在桌子上？”“对，不错！”“再说一遍。”“很好，大家一起说
——” 

 

4.2 语法认知生成的缺位 

 

如上所见，在数据驱动的条件下，生成式 AI 在面向初级水平学习者的课堂设

计与语言使用比例控制方面展现出一定优势。然而，其在语法教学生成方面仍存在

局限，表现出认知生成的缺位。AI 所生成的汉语句式往往刻板且简短，常缺乏真

实交际语境，难以体现语法功能的深层关系。有时还生成脱离教学语境的内容，导



徐勤, 砂冈和子                                                                                                数据驱动的初级汉语课堂优化研究 

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching                       14 

致句子显得突兀、不自然，甚至偶尔出现判断错误。下面【E】方案中的“谁在哪

儿？”、“学生在操场”、“猫在椅子上”等句子缺少谓语成分，名词也多未搭配量词，

显得不够自然。应用“（量词）＋谁／什么＋在哪儿＋做什么”的句式，如“（两个）

学生在操场上（跑步）”、“（一只）猫在椅子上（睡觉）”等表达更为自然。此外，

【F】方案中，教师以“这句话对吗？”来让初级学生判断句式正误，语气略显突兀，

不够自然。在“是……的”结构中，除强调主语外，“是”在口语或非正式语境中常被

省略，因此 AI 无需刻意纠正“这句话还少一点儿‘是’”之类的表达。下面所举的方案

中，笔者以斜体粗字体加＊号标注的部分，表示包含应答方式在内，均为不自然

或错误的汉语表达（下同）。 

 

【E】[实例 1（A）-2] 处所词组的教学改进方案 

【练习一：谁在哪儿？】 

教师：请大家看第二张图。（图片：＊学生在操场，猫在椅子上）我问——

谁在操场？ 

（指名） 学生 A：＊学生在操场。 

教师：很好！那猫呢？ 

（学生回答）学生 B：＊猫在椅子上。 

教师：好！大家一起说一遍。 

（全班齐读） 

 

【F】[实例 2（A）-2]「是……的」句的教学改进方案 

① 導入（情境設定） 

教师（日语＋少量中文）:今天我们来学习一个非常有意思的句型——

“是……的”。比如：“老师去东京了”。 ＊这句话对吗？ 

（学生：对！） 

可是，如果我想问“什么时候去的？”，该怎么说？ 

学生:（思考后）“你什么时候去的东京？” 

教师:很好！＊但是——（微笑）这句话还少一点儿“是”。听我说：“你是什

么时候去的东京？”大家一起来说一遍。 

学生（齐读）:你是什么时候去的东京？ 

 

另外，尤其是在（B）类提示的四项条件中，AI 难以有效实现“引导学生通过

日汉比较加深语法理解”与“避免使用抽象术语以确保可理解输入”这两项教学要求。

其生成脚本多停留在语言形式与表层推理层面，缺乏教学构想的启发性，未能形成

新的教学概念（参见【G】-【I】）。理想的回答不仅应引导学生注意母语与目标

语的差异，还应超越单纯的比喻式说明，能够以语言的形式阐明“日汉表达概念的

差异”。例如，汉语一般名词不同于日语，不具“场所性”，因此需加方位词才能表

示地点；又如，在讲解“是……的”句式时，AI 应进一步说明其与汉语时态概念的

关联，从而帮助学生理解“是……的”是汉语中常用且必须掌握的句式。 
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ChatGPT 在语法认知生成方面的不足，主要源于其仅依赖输入文本（如 APP 

转写语料）进行表层重组与检索式生成，缺乏深层语法认知与教学构想能力，因而

难以提出具有启发性的教学方案。另外，AI 的优势主要体现在编写适合不同水平

班级的例句、提供带拼音的词汇表、制作音频与图像教材以及设计测验等方面，从

而为课堂改进提供有力支持（胡文菊，2021；Zhang, 2021）。鉴于篇幅所限，其他

功能不再赘述。 

 

【G】[实例 1（B）-1]以中日对照，促进学生理解处所词组的差异。 

改进要点：首先呈现中日对照，让学生“自己发现”句式结构的差异。 

例：汉语：老师在教室里。 

日语：先生は教室にいます。 

→ 教师提问：“日语中只用‘に’，但汉语中说‘在……里’，为什么呢？” 

让学生自己发现汉语中需要“地点＋方位词”的结构。 

意图：不是让学生死记语法形式，而是通过对母语与目标语差异的比较，引导

学生从意义层面加深理解。 

 

【H】 [实例 2（B）-2] 教学策略：教师先呈现中日对照句，帮助学生发现结

构差异。 

例如：汉语：“你是什么时候去的东京？” 

日语：“あなたはいつ東京に行きましたか？” 

教师引导学生观察： 

     日语中只用“行きました”就能表示过去， 

     而汉语则使用“是……的”来表达“过去＋强调”的意义。 

活动设计：在黑板上并列书写两种语言，教师提问学生：“哪里不同？”“感觉有

什么差别？”引导学生以意义为焦点进行比较，而非仅关注形式。 

目的：让学生以母语结构为线索，理解汉语表达的独特性（即焦点化功能）。 

 

【I】 [实例 1（B）-2] 不要频繁使用“名词＋助词”或“方位词”等抽象术语，而

应借助教室中常见的图片、实物和动作来帮助学生理解。 

教师可以在黑板上书写并配合图示： 

• 老师（人）在教室里 

• 猫（东西）在桌子上 

• 书（东西）在包里 

→ 一边指着图示，一边提问学生：“谁？在哪儿？”以此引导学生主动发话。 

比喻性说明示例：“‘在’是告诉位置的魔法词，‘里・上・下’就像指示地方的小手

指”。通过这种形象化的说明来避免使用抽象术语。 
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5. 总结 

 

5.1 研究结论 

 

本研究围绕自动转写与生成式 AI 在汉语课堂中的应用，构建并验证了一套集

音频转写、L1／L2 使用比例可视化与课堂诊断功能于一体的 APP。实证结果表明，

该 APP 在处理中日语码混合的课堂录音时，具有较高的转写准确率与操作便利性，

显著降低了人工分析成本，为教师即时掌握课堂语言分布、优化教学策略提供了量

化依据。 

 

在案例分析中，教师可借助 APP 快速了解课堂中 L2 使用比例及师生的互动情

况。当 APP 结果页面显示 L2 使用偏低或师生互动不足时，教师可结合生成式 AI，

将量化结果与课堂情境相结合，生成针对性更强的教学改进方案，从而推动数据驱

动的课堂优化实践。该机制不仅为教师能动性的培养提供了新路径，也为语言教育

研究带来了数据化与智能化的新方向。即便缺乏专业分析背景的教师，也能依据系

统提供的数据做出基本的教学优化判断。 

 

然而，如第四章所述，ChatGPT 仍受限于创新语法概念的生成。其“智能”缺乏

元认知能力的原因，一方面与大型语言模型（LLMs）的架构设计有关，另一方面

则在于 LLMs 尚未能有效吸收语法研究的最新成果，尤其是汉语本体研究与第二语

言习得（SLA）研究之间的衔接不足，导致 AI 缺乏形成创新语法概念的优质知识

资源。鉴于人工“智能”尚未成熟，教师应在教学情境中保持主体性，通过自主决策、

反思与创新教学设计，引导课堂改进。与此同时，积极关注 SLA 研究的最新进展，

在努力提升 L2 使用比例的同时，充分利用学生的母语资源，在当前的教学实践中

尤为关键。 

 

5.2 研究局限与未来展望 

 

首先，在方法层面，本文以实例 1 与实例 2 的 APP 输出结果为基础，结合预

设提示词输入至 ChatGPT 生成课堂改进草案，此过程主要基于假设设定而展开。

未来研究有必要将该工具实际引入课堂场景，系统收集并分析教师与学习者的反思

性数据，以开展更具实证意义的验证。 

 

其次，在技术层面，如第 3.2 节案例分析所揭示，APP 在界面交互、功能扩展

以及多语种混合语料的识别精度方面仍有不足。目前尚不支持视频直接上传与转写，

也缺乏对不同发言人的区分功能。在语言识别机制上，基于字符范围的归属判定方

法易高估汉语比例，尤其在日语文本中大量使用汉字时，可能导致偏差。 

 

最后，在应用层面，尽管该工具已公开提供使用，但实际用户规模仍然有限，

且尚未实现与生成式 AI 的自动联动功能，这在一定程度上限制了其推广与应用。



徐勤, 砂冈和子                                                                                                数据驱动的初级汉语课堂优化研究 

© 2025. The Authors. Compilation © 2025 Journal of Technology and Chinese Language Teaching                       17 

为评估该 APP 的功能实用性并明确后续改进方向，我们邀请 5 名教师20在试用该

APP后填写问卷。因篇幅所限，以下仅呈现用户反馈的关于功能便利性、不便之处

以及改进建议的反馈。 

 

在功能便利性方面，用户普遍认可该 APP 在转录中日语码混合音频转录中高

便利性（如可直接上传音频进行分析、可视化 L1/L2 使用比例）与较高的准确性，

认为其在节省人工处理时间、提高课堂教学分析效率方面具有一定的应用价值。 

 

用户反馈的功能不便主要集中在五个方面：（1）交互界面的设计相对简单；

（2）对 APP 内可选语音识别模型的说明不足；（3）无法直接上传视频文件进行

语音转写；（4）转写结果未区分不同的发言人；（5）英日语码混合场景下的语音

识别精度偏低。 

 

用户提出的改进建议主要包括三个方面：（1）扩展相关功能：如支持视频文

件直接上传与转写、转写结果标注不同发言人，以及支持简体/繁体中文切换等；

（2）增强界面交互体验：包括统一界面语言风格、在模型选择界面增加说明及模

型推荐提示、丰富网页布局设计及转写结果的呈现方式；（3）优化多语种混合

（如英日混合）以及句间语码转换场景下的语音识别精度。 

 

结合用户的反馈和建议，以及本研究开发该 APP 的主要目的与当前存在的主

要问题，未来研究拟从以下四个方面进行优化，以提升 APP 的适用性与推广价值。 

 

（1）提升响应速度，在保证识别精度的前提下缩短模型加载与转写时间。目

前，模型加载耗时较长，语音转写的响应速度较慢。Whisper 模型本身的参数量较

大，尽管系统通过预加载机制 whisper. load_ model 避免每次请求时重复加载模型的

问题，但整体转写过程仍存在延迟，尤其是使用 large-v2 或 large-v3 这两种大模型

时，加载和转写时间明显增加。为兼顾识别精度与速度，建议用户选 turbo 模型进

行语音转写。 

 

（2）集成说话人分离功能，结合 Whisper 与 “pyannote.audio”，实现对课堂

互动的细粒度分析。徐勤  & 砂岡和子（ 2024 ）通过 Whisper large-v3 与 

“pyannote.audio” 的组合实现语音转写和说话人分离：即由Whisper生成带有时间

戳标注的初始文本，再由“pyannote.audio”对音频进行话人分离。未来计划集成

该功能，以拓展“谁在说什么”的细粒度口语语料分析需求。今后将在APP种集成该

功能，在语音转写后的结果种区分不同的说话人。 

（3）优化汉日混合语料的语言归属判定算法，减少比例偏差（见表 3与表 4），

提升中日汉字识别与语种归属识别的精度。当前版本的 APP 主要通过字符范围进
 

20  参与本研究的 5 位教师均为女性，均从事语言教育工作。其中，4 位分别在日本的不同

大学教授汉语或英语，1 位在中国的高中教授日语。她们的教龄分布为：5 年以下 3 位，

6–10 年 1 位，20 年以上 1 位。除 1 位教师提供了口语考试录音作为研究材料外，其余均

提供了本人实际课堂的教学录音用于分析。 
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行语言归属划分，其中汉字被自动归类为汉语，平假名、片假名被归类为日语。这

会导致语言判断偏差，尤其在处理日语中存在大量汉字的文本时，汉语的比例易被

高估。未来计划进一步优化汉日混合语料文本的语言归属判定，以提升语言识别的

准确率。此外，进一步提升系统在英日混合及句间语码转换场景下的识别准确性，

也将有助于其在更多语言环境中的推广应用。 

 

（4）扩展支持用户自定义分析时间段的功能，便于片段式语料研究。当前

APP 默认转写整个音频。未来计划在 Web 界面添加自定义时间区间的选项，使用

户在上传音频后可自行指定音频需要分析的起止时间段，以拓展语言研究中常见的

片段式语料分析需求。 

 

如前所述（详见 1.1 章节），文科省的调查结果显示，日本的大学外语学习者

普遍对自身的语言掌握程度感到不满意，这在一定程度上表明教师可能未能准确把

握学生的实际理解水平。传统上，教师多依赖“客观测试”来检验学生的理解程度，

但若测试仅限于词汇和语法的辨别性能力，生成式  AI 的表现往往优于学生

（Mizumoto, 2023）。在技术快速发展的背景下，语言教学应更加注重认知能力的

培养（He & Lin，2021）。因此，外语教师更应主动反思日常教学实践，改进教学

设计，以确保提升学生的真实理解水平与学习成效。本研究开发的 APP，旨在为

教师提供发现课堂问题的反思契机，从而支持持续的教学改进与优化。 

 
致谢：本研究得到日本学术振兴会科学研究基金（ JSPS KAKENHI：课题编号  24K04091、

24K16129）资助。在此谨致谢忱。本文系根据 2024年6月22日于TCLT12（The International 

Conference and Workshops on Technology and Chinese Language Teaching）上由砂冈和子与徐勤共同

发表之报告〈多语码汉语教学课堂中的话者分离与文本转录——Whisper与“Pyannote.audio”的应

用研究〉修订而成。 
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